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Executive Summary

Connected and autonomous vehicles (CAVs) aim to present solutions for the social, economic and environmental complications caused by traditional vehicles. The way in which vehicles are viewed in society is set to change dramatically, with vehicular mobility being both autonomous and connected. Although the technological development that has brought forward the emergence of CAVs has been significant, the technologies that enable driverless transportation face new and existing cybersecurity threats. Furthermore, the preexisting legislation and principles that apply to traditional vehicles are not suitable for CAVs, with new dangers to security, privacy and personal data being expected. Therefore, a comprehensive assessment of the security vulnerabilities that concerns the underlying technologies, personal data and privacy protection mechanisms, and applicable legislation is required, where recommendations can be made to protect the future of autonomous automotive transportation.

This report will consider the technological developments that have lead to the emergence of connected and autonomous vehicles, looking towards the underlying sensing, perceiving and communication technologies that are used in high level CAVs. With this, applicable security attacks on the technologies and systems will be discussed, with appropriate countermeasures being proposed. Additionally, the implications on personal data and user privacy will be briefly discussed, emphasising the requirement for compatible data protection legislation. Furthermore, relevant and applicable legislation and principles that govern autonomous driving, user data, privacy and cybersecurity will be critically assessed, revealing areas in which governance is failing. Utilising the findings from the aforementioned, recommendations will be made that can be used by the automotive industry to protect the future of CAVs against security threats.
1 Introduction

1.1 Motivation

The automotive and transportation industries are undergoing one of the most revolutionary and disruptive periods since their inception. The development of cheaper chipsets, sensors and software components is enabling the production of connected and autonomous vehicles (CAVs), that proposes a future of transport with minimal human input [1]. CAVs are intriguing and gratifying consumers, industries and governments across varying global economies, with the potential capabilities being heavily invested in; within the last decade alone, we have seen a vast increase in interest and investment from both industry and governments in CAV technologies and infrastructure. The potential benefits CAVs present to the environment, the economy and public safety are not being overlooked. The United Kingdom’s Centre for Connected and Autonomous Vehicles (CCAV) estimates the market for CAVs to be worth between £52 billion and £62 billion by 2035, capturing around 6 per cent of the £907 billion global market [2].

The prospect of autonomous vehicles is not simply concerned with making transportation that requires little to no input or cognition. Self-driving technologies aim to mitigate road traffic accidents, reduce greenhouse gases, decrease traffic congestion and improve the logistical use of existing infrastructure. Removing human control from vehicles aims to reduce numerous preventable deaths each year as a result of human error [3]. Furthermore, CAVs will offer cost savings to both individuals and organisations; improvements within navigation, car control and congestion mitigation will help reduce costs associated with vehicle ownership. CAVs also aim to improve mobility accessibility; future applications are set to provide users with access to a large pool of on demand self-driving vehicles for transportation, without the typical constants of public transport [4]. This is referred to as ‘mobility as a service (MaaS)’, with CAVs presenting opportunities for those who suffer from mobility constraints as a result of disability or age. The aforementioned suggests that there could be a shift away from personally owned vehicles, with private vehicle ownership being drastically reduced [5].

However, in order to realise a future of fully connected and autonomous vehicles, the industry must overcome several challenges that are imperative to its success. Technological development, regulatory requirements, personal privacy safeguards, industry standardisation and consumer trust is required to overcome the challenges CAVs face. Thus, research and development is needed for technologies and legislation in order to see high level CAVs on the road. Additionally, the CAV space has major cybersecurity considerations that must be addressed. Alongside the traditional safety vulnerabilities that concern modern vehicles, CAVs present a vast attack surface for remote attacks on autonomous vehicle hardware, software, user privacy, security and more.

Therefore, the underlying technologies that enable autonomous and connected mobility, as well as the legislation and principles that governs CAV security must be evaluated in order to identify the vulnerabilities. While prior research has identified attack on CAV technologies, and applicable legislation has been discussed, there remains a gap in literature for exploring CAV security as a whole.

1.2 Objectives

The primary aim of this technical report is to identify and assess the security vulnerabilities, shortcomings and implications pertinent to the technologies, data privacy, legislation and principles concerning CAVs. The secondary aim of this report is to utilise the findings presented in the aforementioned to propose recommendations for the automotive industry, legislators and users in order to secure the future of CAVs.

Overall, this report should provide the reader with a comprehensive understanding of the current and future security vulnerabilities CAVs may encounter, and methods to secure the future
of connected and autonomous vehicular mobility. This is to be achieved by the following objectives:

1. Discuss the existing landscape of driverless vehicle technologies and the technological development that has lead to their emergence. Furthermore, present a suitable definition that best describes how connected and autonomous vehicles work.

2. Identify the security challenges and security service requirements for CAV technologies. Additionally, discuss the role of legislation and principles in the context of connected and autonomous vehicles.

3. Discuss the sensing and perceiving technologies that facilitates autonomous vehicles and how they work. Additionally, identity the vehicular communication methods and technologies that enables internal and external information sharing.

4. Identify the security attacks and vulnerabilities concerning the technologies and systems incorporated into both connected and autonomous vehicles, and propose suitable countermeasures.

5. Briefly discuss the personal data protection and privacy implications of CAV technologies and their use cases.

6. Critically evaluate the legislation and principles that concerns connected and autonomous vehicular systems and privacy. Identify the areas where legislation and principles fail to support the security of current and future CAV applications and technologies.

7. Utilising the findings from the previous objectives, propose several recommendations that can be used by both the automotive industry and governmental bodies to protect CAVs from security vulnerabilities.

1.3 Report Structure:

The remainder of this report is structures as follows:

Section 2 - Connected and Autonomous Vehicle Background
This section provides an overview of the technological development that has lead to the emergence of CAVs. Definitions will be provided for what it means for a vehicle to be both connected and autonomous, looking towards the Society of Automotive Engineer’s ‘Levels of Driving Autonomy’. Furthermore, the need for security within the CAV domain will be considered, and the role of legislation shall be discussed. This section addresses the first and second objectives.

Section 3 - Understanding Connected and Autonomous Vehicle Technologies
This section identifies the technologies and systems that facilitates autonomous driving. Following this, the technologies and systems that support information sharing are outlined. Finally, systems such as infotainment, the CAN bus and over-the-air updates will be discussed. This section addresses the third objective.

Section 4 - Security Vulnerabilities: Technologies and Systems
This section evaluates the security vulnerabilities concerning the the aforementioned technologies identified in Section 3. Attacks will be identified, with countermeasures for each being presented. This section addresses the fourth objective.

Section 5 - Personal Data Protection and Privacy Implications
This section briefly discusses the personal data that CAV technologies capture and share, relating to users and non-users. This section provides context for the discussion of legislation and principles relating to CAVs and personal data discussed in Section 6. This section addresses the fifth objective.
Section 6 - Reviewing Existing Legislation and Principles Concerning Connected and Autonomous Vehicles

This section critically evaluates the existing legislation and principles that governs traditional vehicles and CAVs. Relevant law concerning cybersecurity, digital technologies and data protection will be critically evaluated, identifying the strengths and weaknesses of each. This section addresses the sixth objective.

Section 7 - Recommendations: Security and the Future of Connected and Autonomous Vehicles

This section considers the findings presented in Sections 2-6, and proposes several security recommendations that need to be addressed in order to realise a future of secure CAVs. This section addresses the sixth and seventh objectives.

Section 8 - Conclusion

This section provides a summary of the main findings in the report.
2 Connected and Autonomous Vehicle Background

2.1 A Brief History of Vehicle Technologies

Development throughout the first half of the twentieth century brought forward many fundamental advancements in automotive innovation. Improvements in the chassis, engine and drivetrain lead to the introduction of automatic transmissions, power steering and power assisted brakes. Electrical systems became standard by the 1930s [6] and would control the ignition, headlights, signal lamps, windshield wipers etc. The development of these mechanical and electrical systems would provide the foundations for early electronically controlled driver-assisted technologies.

The development of microprocessors lead to the introduction of Electronic control units (ECUs) in vehicles, which has shaped safety technologies since their introduction in the late 1970s. An ECU is an embedded system that is built onto a microcontroller within the vehicle, providing the necessary communication, software and computational power used to control the electrical systems and sub-systems within the vehicle [7]. ECUs allowed for the implementation of many driver safety features such as Anti-lock Braking Systems (ABS) and Electronic Stability Control (ESC) [6]. Such systems would later develop into adaptive cruise control, a low level autonomous feature. Mechanical and ECU development paved the way for further autonomous driving capabilities seen in vehicles today.

However, the development and inclusion of driver assistance technologies brought with it the requirement for multiple ECUs being implemented in to a singular vehicle. Even today, low-end vehicles have from thirty to fifty ECUs, controlling everything from light sensors to adaptive cruise control. In contrast, higher-end car can see upwards of one hundred ECUs, and can execute tens of millions of lines of software code [8]. Vehicles today contain one hundred million lines of code, however research estimates state that autonomous vehicles will require two to three hundred million lines of code in the near future [8].

Electronic driver assistance systems and the introduction of external vehicular communication has provided the foundations for CAVs to emerge, with commercial vehicle manufactures such as Tesla and Mercedes already offering vehicles with partial or full autonomous capabilities. CAV development is expected to be heavily invested in, with high level CAVs being commercial available within the next decade.

2.2 Defining Connected and Autonomous Vehicles

Defining CAVs is best achieved by considering the underlying technologies that qualify a vehicle as being both 'connected' and 'autonomous'. CAVs can then be understood as the technologies and capabilities that are inherited from the combined vehicle classifications [4]. The presented definitions have been adapted from Gowling WLG’s and Alkheir et al.’s publications [4, 9]:

**Autonomous Vehicle (AV):** A vehicle which is capable of fulfilling the operational functions of a tradition vehicle [9] such as the safe and lawful maneuvering of roads without human intervention or a back-end control center [4]. This is to be achieved by utilising a combination of on-board sensors and actuator networks that gathers information on the surrounding environment, including but not limited to infrastructure, road users, pedestrians and potential hazards. Autonomous vehicular decision making is to be supported by computer vision and machine learning capabilities [10].

**Connected Vehicle (CV):** A vehicle which has the technology that enables it to connect to devices within the vehicle, as well as external networks such as the internet, allowing it to "talk" to its surrounding infrastructure and other vehicles [9]. Internally, the communication devices can be connected using a combination of wired or wireless communication technologies, where as externally they are connected using wireless communications such as cellular networks or DSRC [4].
Both AV and CV features complement and reinforce one another [11], broadening the capabilities of driverless vehicles. CAVs look to transform the role of the driver in both personal and commercial contexts, by reassigning the functions of vehicular control away from the driver and towards autonomous technologies [2]. CAVs will transform our preexisting vehicular mobility model, ultimately aiming to provide safer and more efficient travel.

2.2.1 SAE Levels of Driving Automation

The SAE is a U.S. based standards organisation for engineering within the automotive and aerospace industry. Their 2018 J3016 publication provides a taxonomy for driverless automation systems for on-road vehicles [12]. The SAE defines six mutually exclusive levels of driving automation, ranging from no driving automation (level 0) to full driving automation (level 5), providing a classification for vehicle driving automation systems that perform part or all of the dynamic driving task (DDT).

The taxonomy describes three primacy actors within autonomous driving: the driver, the driving automation system and other vehicle systems [12]. The levels of driving automation are defined by the specific role played by each of the three primary actors in the DDT [12]. Table 1 summarises SAE’s six levels of driving automation.

<table>
<thead>
<tr>
<th>SAE Level</th>
<th>Description of Driving Automation</th>
<th>Example Features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 0</td>
<td>No Driving Automation</td>
<td>The human driver performs all aspects of the entire Dynamic Driving Task (DDT), even when enhanced by active safety systems.</td>
</tr>
<tr>
<td>Level 1</td>
<td>Driver Assistance</td>
<td>The driver support features perform either the lateral or longitudinal vehicle motion control subtasks of the DDT, i.e. either steering or acceleration/deceleration.</td>
</tr>
<tr>
<td>Level 2</td>
<td>Partial Driving Automation</td>
<td>The driving automation systems can perform sustained lateral and longitudinal vehicle motion control subtasks of the DDT. The driver is responsible for continually supervising the driving automation system and should remain engaged throughout.</td>
</tr>
<tr>
<td>Level 3</td>
<td>Conditional Driving Automation</td>
<td>The sustained performance by an autonomous driving system of the entire DDT with the expectation that a user is receptive to DDT fallback requests to intervene from the vehicle.</td>
</tr>
<tr>
<td>Level 4</td>
<td>High Driving Automation</td>
<td>The sustained performance by an autonomous driving system of the entire DDT and fallback without any expectation that a user will need to intervene.</td>
</tr>
<tr>
<td>Level 5</td>
<td>Full Driving Automation</td>
<td>The sustained and unconditional performance by an autonomous driving system of the entire DDT and DDT fallback without any expectation that a user will need to intervene.</td>
</tr>
</tbody>
</table>

Table 1: SAE’s Levels of Driving Automation

2.3 Security Considerations

Although the widespread adoption of connected and autonomous technology is set to be an inevitability, there are several security challenges, attacks and requirements that must be addressed. Security challenges and attacks must be identified, assessed and treated by both automotive manufacturers and the state entities who are developing the supporting infrastructure and controlling
legislation. While low level CAVs of today may face minimal real world security threats, there is no guarantee that the future holds the same prospect.

Research [9] suggests that the automotive industry is good at dealing with traditional physical vehicular safety, it however lacks the capability to handle and mitigate cyber risks on security, cyber safety and privacy concerning CAVs. With the increased complexity of vehicles, and the dangers autonomous technologies and external communications present, security risks will consequently increase. It is therefore important to consider the following security challenges, attacks and service requirements:

2.3.1 Security Challenges

The given security challenges have been adapted from Ghosal and Conti’s [13] research:

**Attack prevention:**

The proposed advantages connected vehicular networks and autonomous capabilities offer should not take precedence over the susceptibility of the given technologies. Attackers will find new incentives and surfaces to perform local and remote attacks on networks and vehicles, due to the critical data that is being stored or shared. Networks and technologies must be resilient to attacks, utilising cryptographic mechanisms such as public-key cryptography and digital signatures. Cybersecurity primitives such confidentiality, integrity and authentication should be used to design vehicular networks and technologies.

**User’s trust and privacy:**

Consumers will not purchase connected vehicles if they are vulnerable to attacks, especially when their privacy is at risk. In order to be on the side of the consumer, communication and autonomous technologies must be designed with vehicular safety and user privacy at the forefront. Robust measures to protect user privacy are being explored, utilising cooperative intelligent transport solutions, public-key cryptography and decentralised key distribution [13].

**Network scalability:**

The widespread adoption of vehicular communication requires scalable control and management for vehicular networks. Security mechanisms such as certificate exchange requires secure, reliable and repeatable performance to ensure vehicles can connect and communicate with the various networks. These tasks are both demanding and critical, a matter which is amplified when considering the sheer number of vehicles worldwide. Therefore, security techniques that require prior information about the vehicle are not appropriate for such networks [13].

**Lasting Performance:**

The vehicular networks and autonomous technologies of today should be able to meet the demands for future CAV applications. While vehicular networks should be designed so that they are scalable and are able to operate at increased capacities, they should also be designed so that new technologies and architectures can natively integrate into the networks. AV technology should perform as required when faced with the increased demands presented by future urban environments, without imposing performance degradation or loss of security.

**Dynamic network topology:**

Due to the mobile nature of vehicles, security becomes a challenge. Connections made between networks are short in duration due to the speed in which vehicles are passing through them, therefore the security features of the vehicle requires networks with high-quality connections that are quick to join. Lightweight cryptographic mechanisms and communication technologies that offer low latency transmission should be considered.
Diverse operation:

Connected vehicles will be manufactured worldwide, with varying implementations of the underly-
ing technologies and networks. Consequently, vehicle and network manufacturers will implement the security and privacy requirements that best suit their country’ [13]. As a result, vehicular networks and autonomous technologies must be designed so that they can work with vehicles from other nations and manufacturers.

2.3.2 Security Attack Consequences

If the aforementioned security challenges are not addressed, CAVs face a multitude of attacks and security implications that threaten their success. Section 4 delves much deeper into attacks on technologies and systems, however the following highlights the overarching impacts of attacks on CAV users, vehicles and automotive manufacturers:

Failure of Autonomous Driving Functions:
Autonomous driving functions risk becoming either partially or wholly redundant, putting the user, passengers and other vehicles at risk. Manual vehicle driving functions may also become inoperable as a result, further endangering a user’s safety.

Vehicular Collisions:
Collisions with other vehicles, pedestrians and infrastructure can directly cause serious user in-
juries, death, or monetary costs (damage, repair and insurance liability). The liability of collisions can further be debated, as questions will be raises as to whether the user or vehicle should be accountable.

Vehicle Theft:
Attacks on automotive control systems and GPS can result in attacker taking over control and tracking the user’s past and present locations. Furthermore, vehicles can be held to ransom, or sold to foreign countries where they are unlikely to be recovered.

Data Theft and Misuse:
Personal and private data remains vulnerable to attackers, with vehicular data also having value. Data can be sold or held to ransom, or can be used to either conduct attacks in the future, or as part of a more substantial attack.

Commercial Loss:
A vehicle manufacture’s reputation will incur damage, resulting in consumer confidence being weakened. This can extend to stock prices and revenues falling if attacks are grandiose enough, or serious security flaws have been identified. Hackers may use attacks on vehicles as a bargaining tool for blackmail and ransom.

2.3.3 Security Service Requirements

Security service requirements must be adopted to over the aforementioned security challenges and attacks CAVs face. As CAVs are producing, sharing and storing vast volumes of safety critical data, including personal and private information, there is a requirement for fundamental security services to be enforced throughout the various technologies and networks. Furthermore, autonomous driving systems require security service provisions in order to support and secure high level driverless mobility. The following presents pertinent CAV security service requirements:
Anonymity:
The assurance that legitimate user identities are protected and cannot be viewed by those who
do not have the appropriate authorisation and authentication. Vehicles, users and infrastructure
should have unique pseudonyms. This further extends to unlinkability, where no clear relation
can be found between the real identity of a vehicle or user and their corresponding pseudonym
[14].

Availability:
The assurance that vehicular networks and technologies guarantee access to all users and entities
who have passed the authentication and authentication requirements, and, the operation of the
network and technology is live and performing as expected at all times. Invalid data integrity
mechanisms, such as falsified digital signatures should be excluded from the network to avoid
malicious transmissions that would cause a Denial-of-Service attacks, as well as excluding time-out
requests.

Confidentiality:
The assurance that transmissions and stored data relating to users, vehicles, infrastructure and
external networks cannot be viewed by an unauthorised user. This can be achieved with the use of
public-key cryptography, where transmissions can only be decrypted with the use of the legitimate
private key.

Data Integrity:
The assurance that received data from vehicular networks has not been altered in an authorised
manner, ensuring the accuracy and consistency of communications across the network [15, 16].
Malicious transmissions received along either the in-vehicle network or external network should
detected and excluded. This can be achieved with the use of lightweight cryptographic has func-
tions, MACs and digital signatures for transmissions sent over the V2X networks.

Data Origin Authentication:
The assurance that a given entity a network or system was the original source of received data
[15]. In the context of vehicular communication, this is the assurance that two or more entities
communicating in a vehicular network can be sure that all received data did originally come
from those trusted entities. With autonomous technologies, the vehicle must have confidence
that incoming sensor data is legitimate and from the correct source. Lightweight symmetric-key
cryptography mechanisms such as HMAC can be used for authentication between entities on a
network, providing quick generation and verification without a large security overhead [13].

Location Privacy:
The assurance that the location of each node (vehicle) and the location of the network service
provider is private and protected [17]. Data regarding timestamps, spatial coordinates and vehicle
telemetry is high value to attackers, therefore requiring strict access controls and confidentiality
mechanisms to be applied to location data.

Non-Repudiation:
The assurance than an entity cannot deny any previous actions [15]. This requires that any
transmissions can be traced back to their original source along, ensuring attempts from external
or internal adversaries cannot successfully impersonate others. Digital signatures can be attached
to transmissions, providing accountability for vehicular communications.

2.4 The Role of Legislation and Principles

Legislation and Principles from private and state entities are used as instruments for addressing
the public concerns and requirements for CAV technologies and applications. Although both are
somewhat interrelated and play an important role in the development and realisation of high level CAVs, each has an explicit function, and therefore it is important to know the difference between them. A principle simply provides the foundation for the development of legislation and rules [18], whereas legislation is declared by a legislator or governing body, and sets out the law, defining the procedure or standard that an organisation or individual must adhere to [19, 20]. Research in the autonomous vehicle field [21] suggests that for policymakers and the public, safe, secure and efficient driverless mobility will be more influenced by the legislation that governs them rather than the technical capabilities of CAVs.

Development in the autonomous vehicle industry has predominantly focused on the hardware and software advancements associated with higher levels of driving autonomy [22]. Coupled with the fact that there is little in the way of a cyber-attack history for CAV vehicle contexts, legislation and principles that governs CAV cybersecurity remains in its infancy. The technology driven development path of CAVs could leave limited space or compatibility between principles and legislation before we see fully autonomous vehicles on the road [23]. Furthermore, the move towards increasingly digitised and inter-connected vehicles leads to an increase in exposure for cybersecurity threats. It has been said [24] that the automotive industry lacks a standardised approach for dealing with cybersecurity concerns, illustrating the need for governance that requires cybersecurity to be at the forefront of CAV development.

Further to cybersecurity, legislation relating to digital technologies, including liability, privacy, data protection and connectivity are becoming increasingly relevant to the driverless automotive industry [25]. For this reason, legislation that is not mutually exclusive to the CAV sector needs to be evaluated. Thus, looking towards general data privacy legislation will be beneficial in identifying key strengths and weaknesses of existing governance. Finally, the need for a collaborative culture between vehicle manufacturers, legislators and other state entities on an international scale is required if high level CAVs are to be fully realised without hindering innovation. This also allows countries that introduce CAVs at a slower pace to get up to speed [23], by looking towards real world applications of policies and legislation elsewhere.

By looking towards existing principles and legislation that concerns CAVs and their underlying technologies, recommendations can be made for the future of automotive legislation. Section 6 will identify and evaluate existing legislation and principles, before providing recommendations for securing CAVs in Section 7.

2.5 Summary

We have seen that technological development within the automotive industry has undergone considerable and rapid development since the mainstream adoption of privately owned vehicles in the early twentieth century. Technological advancements in mechanical and electronic systems has brought forward the emergence of low level driver assistance and autonomous technologies. However, as autonomous technologies develop, the industry required a widely adopted classification for the various autonomous capabilities. Luckily, the SAE’s levels of driving autonomy provides a highly applicable and exceedingly regarded taxonomy for the various autonomous driving capabilities, and is used throughout the industry.

However, the security considerations that comes with CAVs cannot be ignored. Security challenges and attacks threaten the success of CAV applications, and the automotive industry must look towards critical security service mechanisms in order to provide safe, reliable and available autonomous transportation. Furthermore, the automotive industry must also consider the role of legislation and principles when designing and maintaining vehicular safety. A 'sit back and wait’ approach should not be taken with cybersecurity, especially when the stakes are this high, and therefore, the automotive industry must look towards existing legislation and principles from relevant industries, and must remain proactive.
3 Understanding Connected and Autonomous Vehicle Technologies

3.1 How CAVs Work: Sensing and Perceiving

It is important to have a reasonable understanding of how the technologies in CAVs work in order to begin considering their security vulnerabilities and countermeasures. While humans manually control a vehicle based on cognition, perception and decision making [26], CAVs rely on a variety of sensors and hardware to observe their surrounding, creating a perceptive and locational interpretation of the surrounding environment. This feeds vast amounts of data to the on-board artificial intelligence (AI) systems [26, 27], which computes the data in real-time and sends instructions to the powertrain, drivetrain and steering assembly.

There are two main types of sensors used within an connected and autonomous vehicles: Exteroceptive sensors, used for sensing and perceiving the surrounding environment, and, proprioceptive sensors, which are used to measure vehicle dynamics, and global positioning. Figure 1 illustrates the exteroceptive sensors used within autonomous vehicles.

As with all sensing and perceiving technologies, they are best used in conjunction with one another, as well as localisation and mapping systems. This provides multiple layers of redundancy if one or more system is operating incorrectly, as well as improving the autonomous capabilities of the vehicle.

3.1.1 Exteroceptive Sensing

LiDAR:

Light Detection and Ranging (LiDAR) is a remote sensing technology used to measure distance [27] by processing the time delays (time-of-flight) for emitted optical pulses to be reflected back from an object [28]. It is a popular sensor choice for autonomous vehicles as they are able to generate a detailed three-dimensional view of the surrounding environment, and can provide accuracy of up to one hundred meters range in all directions [29]. However, the technology is not able to differentiate between objects, meaning a stray plastic bag could be interpreted as a road bump for example [30], and its efficacy is affected by adverse weather conditions due to the absorption and
scattering of light [28]. These vulnerabilities can be exploited by an attacker, as seen in section 4.1.1. Figure 2 [31] illustrates the LiDAR sensor’s view of the surrounding environment.

![Three-dimensional view of a 360° LiDAR image](image)

Figure 2: Three-dimensional view of a 360° LiDAR image

**Radar:**
Radio Detection and Ranging (RADAR), operates in a similar fashion to LiDAR. Millimeter radio wave (mmWave) pulses are emitted from the RADAR transmitter and reflect off objects, and are picked up by the receiving antenna. The system can then measure the properties of the object, including distance, velocity and angle [32]. RADARs have a wide operating spectrum [33], with short-range radars, medium-range radars and long-range radars having ranges of 5 to 250 meters respectively. RADAR systems are robust in challenging environmental conditions, with low visibility not impacting the signal’s reliability. Additionally, RADAR technology has been around since the early twentieth century, allowing the technology time to mature, which has resulted in it being a popular choice for automotive manufacturers. RADAR offers an improved range over LiDAR [29] and provides more precise velocity measurements, making it ideal for speeds in excess of 50-70km/h.

However, object detection reliability can often be ineffective, with reflections and disturbance producing a false size measurement[32]. This could mean that a drinks can could be misinterpreted as a building due to the noisy response of the material. Furthermore, RADAR radio waves operate at a lessened frequency than LiDAR, resulting in a lower fidelity scan of the environment, making it unsuitable for close proximity sensing and static objects[29].

**Camera:**
Digital cameras are the most accurate way to create a visual representation of the environment. CAVs incorporate high resolution cameras on each side of the vehicle, producing a three-dimensional view of the surrounding environment. Cameras are often set up so that they overlap, providing depth measuring capabilities in close proximity contexts [34]. Cameras can also distinguish colour, allowing the vehicle to recognise elements in the environment such as traffic lights, road signs, vehicle lights etc [26]. With this, AI systems on the vehicle can identify pedestrians, as illustrated by figure 3[35]. As with RADAR, camera technology has been around for a significant amount of time, meaning that the technology has considerably matured and the cost of implementation is attractive to automotive manufactures.
Although cameras provide considerable performance relative to their cost, image quality diminishes in low light and extreme weather conditions. Finally, cameras are extremely sensitive to interference from other light sources, leaving room for exploitation from attackers.

**Ultrasonics:**
Ultrasonic sensors are proximity sensors that detect objects in close proximity of the vehicle (distances under 5 meters [36]). As a result, they are used in low-speed scenarios such as parking assistance or for blind-spot detection. The working principles behind ultrasonics is similar to RADAR, however ultrasonic sensors detect objects by transmitting and receiving ultrasound [37]. As with RADAR, ultrasonic sensors offer strong performance in low light conditions, however they are heavily affected by changes in environmental conditions such as temperature or humidity [26]. Furthermore, they cannot provide a detailed depiction or determination of what an object is, only the relative distance and angle of said object. Due to the maturity of the technology, the cost to implement such sensor is relatively low and therefore makes it a popular choice for automotive manufactures.

### 3.1.2 Proprioceptive Sensing

**Global Positioning System:**
Global Positioning Systems (GPS) provide satellite-based radio-navigation that offers longitudinal and latitudinal coordinates relative to the vehicle’s position on the Earth’s surface [38]. Alongside GPS, the vehicle relies on other positioning sensors to inform the user about their exact position, including direction, altitude and incline [39]. In order for the vehicle and driver to make sense of the received coordinates, the vehicle utilises a detailed map, stored on the vehicle’s navigation system, and cross-checks the location on the map with the coordinates. The system can then produce highly accurate route planning algorithms, calculating the most efficient route between two or more points.

GPS systems are highly accurate while remaining relatively inexpensive, and the widespread deployment of GPS and the growing abundance of satellites provides lasting positioning capabilities with integrity. However, radio signals used in GPS do not penetrate buildings, meaning that in built-up urban environments their efficacy is impaired. GPS systems are also vulnerable to signal interference, meaning a hacker could deploy spoofing or jamming attacks to the incoming and outgoing signals.
An Inertial Measurement Unit (IMU) is an electronic device embedded within the vehicle that measures the gravitational force, angular rate and the magnetic field of the vehicle [27]. It incorporates accelerometers, gyroscopes and magnetometers. They are implemented into the vehicle's Internal Navigation System, or INS, which processes the data produced by the IMU and calculates the vehicle’s velocity, altitude and angular positions relative to the global reference frame [27]. This information can therefore be used to calculate the position of a vehicle relative to a reference point.

One of the main advantages to using a IMU system is that there is no need for the vehicle to be connected to an external communication channel, providing reliable information on the vehicle’s motion without the need for any additional sensors [26]. Furthermore, IMU and INS measurements can be used to provide a layer of redundancy if the GPS is inoperative.

### 3.1.3 Artificial Intelligence

Artificial Intelligence (AI) is defined as a collection of methods capable of rational and autonomous reasoning, action and decision making [40]. Autonomous driving is a key application of AI, with CAV systems heavily relying on machine and deep learning to process the data received from the vehicle’s sensors. Machine/deep learning systems train, validate and improve the autonomous driving systems [41]. AI can then be used for autonomous driving applications such as object recognition, vehicle localisation, object tracking and identification of roads and infrastructure etc.

However, AI presents security vulnerabilities that can be exploited in order to disrupt and manipulate the operation of autonomous driving systems. The aforementioned exteroceptive and proprioceptive technologies each use a varying degree of AI, and therefore, in many cases, attacks on sensors can also be considered attacks on AI.

### 3.2 How CAVs Work: Communication and Infotainment

CAVs can communicate and exchange information with other vehicles, infrastructure or external networks. Communication technologies enable the autonomous driving features to be proactive, cooperative, coordinated and well-informed [42], facilitated by the mutual exchange of sensed data. With this, communication that is confidential, retains integrity and is always available is needed in order to support the AV functions.

CVs support Bluetooth and Wi-Fi for in-car applications such as infotainment and smartphone connectivity, as well as external communications including telematics such as Over-the-Air updates. Figure 4[43] illustrates such communication technology applications. As these Bluetooth and Wi-Fi capabilities broaden, they present further security vulnerabilities and areas for exploitation, so their implementation should be governed by strict security measures.

Theoretically, any wireless network technology can be used as a basis for vehicular communication, however the industry has dictated that short range communication technologies such as Dedicated Short-Range Communications (DSRC), or long range cellular technologies such as LTE or 4G/5G are more suitable [44].
3.2.1 V2X Communication Technologies

Vehicle-to-everything communication (V2X) is an umbrella term for the subset of communication systems which a CV posses. These consist of vehicle to vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), vehicle-to-network (V2N) and vehicle-to-pedestrian (V2P) communications. Information collected by the on-board sensors is communicated externally, either to other vehicles, the surrounding infrastructure, pedestrian smartphones, and to data centers [45]. Furthermore, V2X communication informs the vehicle with environmental conditions, traffic dynamics, and road closures etc. Each type of vehicular communication is used simultaneously in order to provide reliable and safe mobility. Figure 5[46] illustrates the communication platforms and their interconnectivity. The various communication systems each carry differing requirements as to how the data is transmitted, balancing efficiency, performance and cost.

Vehicle-to-Vehicle (V2V):

V2V communication refers to the transmission of data between connected vehicles. Vehicles in relative proximity to one another form a mesh network and exchange information such as traffic dynamics, location, speed and general vehicle attributes [47]. V2V communication allows CVs to broadcast and receive omnidirectional messages, at a rate of up to ten times per second [48], cov-
ering a 360° degree field. Communicating vehicles can use this information to determine optimum lane changing procedures, measure the flow of traffic and determine possible road traffic crashes. V2V communication uses DSRC, a wireless protocol similar to Wi-Fi, where vehicles are treated as nodes within the wireless mesh network. DSRC allows vehicles (nodes) to exchange information to other vehicles and infrastructural Roadside Stationary Units (RSU) outside of the vehicle. Message payloads are kept to an economical size in order to aid communication, and the underlying technology ensures the transmission of information has an extremely low latency, a requirement for this context [47]. DSRC communication contributes towards collision prevention and driver assistance tasks [33] for connected and autonomous vehicles, leveraging both information provided by nodes on the network and RSUs. The technology however is vulnerable to several of the same attacks used against Wi-Fi, as well as attacks on user confidentiality. Section 4.2 further discusses the attacks on DSRC.

**Vehicle-to-Infrastructure (V2I):**

V2I communication refers to the transmission of data between connected vehicles and roadside infrastructure. Information is transmitted between RSUs or locally available application servers [47]. The RSU acts as a transceiver for incoming communication from a CV, and can transmit information in real-time to vehicles with information about traffic conditions, road-traffic collisions and weather reports etc. The operational principles behind V2I remains similar to V2V communication, and both facilitate the underpinnings for the Vehicular-Ad-hoc-network (VANET) platform. Similarly to V2V, V2I utilises DSRC networking for communication. Again, the message payloads are omnidirectional and can provide multiple CVs with concurrent information on driving conditions. Figure 6[49] illustrates the application of V2I communication.

**Vehicle-to-Network (V2N):**

V2N communication refers to the transmission between a vehicle and a V2X application server [47]. V2N systems connect CAVs to existing cellular infrastructure and the cloud (vehicle-to-cloud, V2C), providing in-vehicle services such as traffic updates and and streaming to the infotainment systems. The most common application for V2N communication is for navigation services such as Google Maps or Waze, with the vehicle streaming in live traffic data provided by other connected vehicles and map data from Google servers.

Advanced V2N services enable mobile operators to communicate the functions of the RSU over its network [47]. This helps to reduce the cost and complexity of designing purpose built networks for V2I, as communication between vehicles and the server via 4G or 5G connectivity.
Vehicle-to-Pedestrian (V2P):

V2P communication aims to connect vehicles to pedestrians with connective devices, such as mobile phones, smart wheelchairs or connected bicycles for example. Vehicles and pedestrians will be able to send data to one another containing messages and alerts of their position, velocity, location relative to the road and more. Vulnerable Road Users (VRUs) can communicate with multiple vehicles even when they are out of the line of sight and during low visibility conditions, including rain or during the night-time. This greatly improves pedestrian safety and ultimately aims to reduce roadside fatalities.

3.2.2 Infotainment and Smartphone Connectivity

The infotainment systems represent the collection of hardware and software that provides both multimedia and transportation functions to the driver and passengers, including in-car audio system, navigation systems, vehicle telemetry and basic vehicle controls. USB, Bluetooth and Wi-Fi connectivity has brought forward hands free operations, facilitating advanced control over the in-car systems. The adoption of Wi-Fi in modern vehicles allows for hotspot functionality to connect laptops, tablets and smartphones, enabling consumption of rich media content within the car [43]. However, such in-car communication technologies present new security vulnerabilities for CAVs.

Infotainment systems and smartphone applications can allow for advanced vehicle control which connects to the vehicle’s various ECUs and CAN bus. This inherently presents opportunities for attackers to remotely seize control of a vehicle, as well as locate the user’s current and previous locations.

3.3 How CAVs Work: Automotive Control Systems

3.3.1 Passive Keyless Entry Systems (PKES)

Traditionally, vehicles have utilised physical mechanical keys to unlock the vehicle and operate the ignition. Physical keys were considered relatively secure, however they contained no authorisation mechanisms, and whoever held the key could gain entry into the vehicle. Furthermore, an individual who has access to the physical key or a detailed photograph could create a duplicate key with relative ease. With this, the introduction of electronics within physical vehicle keys has improved convenience and security, and has lead to the implantation of Passive Keyless Entry Systems (PKES) in many modern vehicles and CAVs.

A PKES protocol uses low frequency radio-frequency identification (RFID) tags within the key that communicates with the vehicle from a distance of one to two meters [50]. The low frequency electromagnetic field on the vehicle is used to detect the key when it is close proximity of the vehicle. When the user approaches the vehicle, the PKES key will perform a challenge-response protocol, verifying the key’s proximity to the car [51]. The system is passive as it does not require the user physically operate the key, as the locking mechanism will unlock, and the ignition can be operated when the PKES key is within the corresponding regions of the vehicle.

3.3.2 Controller Area Network (CAN) Protocol

Modern vehicles possess numerous ECUs that require complicated and concurrent interactions to support the vehicle’s systems and subsystems. These ECUs, or ‘nodes’, are distributed around the vehicle, with their communication facilitated by the the Controller Area Network (CAN) Bus [52].

The CAN standard allows nodes to communicate to one another without the need for complex dedicated wiring, providing communication that does not overload the controller computer within
the vehicle. The CAN bus broadcast network can provide data transmission between ECUs of up to five megabits per second (Mbps), while retaining high levels of immunity to electrical interference [53]. Furthermore, the CAN bus is easy to implement, and has the ability to self-diagnose problems within the network due to the centralised implementation of the CAN system.

However, the CAN bus is primarily designed for reliable communication and not for security [52]. Advancements in driverless mobility require vehicles with even more ECUs, with autonomous systems that communicate through the CAN bus, dramatically increasing the attack surface. This leaves the CAN bus a primary target for attackers.

### 3.4 Summary

The technologies presented demonstrate a huge technological step forward from more traditional vehicles. Sensing and perceiving technologies scan the surrounding environment, capturing vast volumes to be processed by the vehicle’s AI and machine learning systems, where models are generated that can identify pedestrians, vehicles and infrastructure for example. Furthermore, V2X communication technologies support information sharing between other vehicles, pedestrians, infrastructure and external networks, all in aid of more proactive, coordinated and well-informed autonomous driving functionality.

However, such technologies and systems remain vulnerable from a multitude of attacks that threaten CAVs success. Thus, the automotive industry must have a critical understanding of how such technologies work before they can consider the security vulnerabilities they face.
4 Security Vulnerabilities: Technologies and Systems

4.1 Attacks on Autonomous Driving System Components

Hardware sensors present several potential cyber attack surfaces. An attack surface is the set of points on a system where an attacker can try to enter, cause an effect on or tamper with data from that system [54]. Attackers will have additional strategies to accomplish their intentions, with the development and inclusion of sensor technologies further raising the ceiling for potential impacts, and also introducing a new class of vulnerabilities [26]. The following subsections will detail the security vulnerabilities for each of the exteroceptive and proprioceptive sensors mentioned in section 3.1. Additionally, potential countermeasures are be presented that can be used to mitigate such vulnerabilities.

4.1.1 LiDAR

Although LiDAR technology has proven to be a popular sensing aid for autonomous vehicles, with the exception of Tesla [30], there is no guarantee over the validity of the constructed 3D model [55]. LiDAR cannot differentiate between objects, with the system often misinterpreting objects in motion. This poses a great security vulnerability to AVs, as it allows attackers to manipulate LiDAR readings through either spoofing, relaying or jamming.

LiDAR spoofing attacks use the same physical channels as the LiDAR unit to manipulate sensor readings [56]. The goal of a sensor spoofing attack is to deceive the sensor by exposing the LiDAR unit to a counterfeit signal which simulates a falsified circumstance [57]. Such attack exploits the semantic gap between what the sensor interprets, and what in reality the object is. Spoofing attacks can be accomplished without complex or expensive hardware. Research by Jonathan Petit [58, 59], conducted a spoofing attack by manipulating LiDAR sensor data using a Raspberry Pi and a low powered laser. Petit managed to spoof the LiDAR system into perceiving falsely generated cars, pedestrians, and walls, by simply recording pulses from existing LiDAR units and replaying them at a later time.

Relay attacks use the same principles as spoofing attacks, however there is no need to falsely generate an object’s signal. A relay attack is where the attacker captures and delays the original signal from the LiDAR unit before relaying the signal back to the sensor, therefore manipulating the position of an object. Research by Bas Stottelaar [60], found that by capturing and using the original LiDAR signal, and using it as a trigger point, one could replay objects and control their position. This can be used to relay the signal received form drivers side of the car, and emit it onto the passengers side. This method can also be used to relay the signal from one vehicle’s LiDAR unit to another.

Jamming attacks are comparatively simple. In a jamming attack, the attacker’s goal is to disable the sensor by jamming and overwhelming the LiDAR unit, rendering it temporarily redundant, as there is no usable data for the autonomous driving system. Again, Stottelaar [60] demonstrated that, by emitting similar light pulses of the same wavelength and timing as the LiDAR unit, the LiDAR sensor could be jammed. All of the hardware required for this attack can be fitted in a small, battery-powered handheld device [60]. This means that such attack could be made compact and less detectable, and could even be fitted to another vehicle.

Countermeasures:

Utilising different wavelengths can reduce the success of spoofing and jamming attacks involving low-cost hardware components, such as off-the-shelf laser devices [61, 60]. Changing the type of wavelength requires more complicated and expensive hardware, as well as a deeper understanding of the underlying technology, thus reducing the likelihood of a prospective attacker easily breaching LiDAR technology. Although certain LiDAR wavelengths have their disadvantages (range, clarity and accuracy), it is recommended however that multiple wavelengths are used together to improve the overall sensing capability. Another more feasible method of mitigating spoofing and jamming...
attacks can be achieved by random probing. This involves periodically and randomly changing the interval between scanning speeds, making it harder for the attack to synchronise to the original wavelength speed [61]. Both of these methods can be implemented in software.

As discussed in section 3.1, sensing technologies should be used in conjunction one another, as well as with CV communication technologies. This is the case for LiDAR, with relay, spoofing and jamming attacks theoretically being mitigated if the vehicle is cross-checking environmental readings with surrounding CAV’s LiDAR data[58]. This provides multiple layers of redundancy if a LiDAR sensor is under attack.

4.1.2 Radar

Automotive radar attacks differ from more traditional attacks owing to the fact that AVs are never stationary for an extended period of time. Attacks on radar are comparable to LiDAR, with isolated attacks having a dramatic effect on the autonomous driving capabilities.

Radar remains vulnerable to jamming attacks, with both forward and blind spot jamming attacks effectively disabling the functionality of the radar systems, [33]. Jamming radars can be accomplished with relative ease if an attacker is on the same frequency band. For a simple jamming attack, an attacker would require only a tunable scanner to seek out the operating frequency of the CAV’s radar signal. Form here, they can generate a jamming signal of the same frequency [62], filling the vehicle’s radar with a saturation of static noise that cannot be computed, subsequently overriding the system. There are a few caveats with jamming an automotive radar signal however. Radars use a considerable amount of directivity - how directional an antenna’s radiation pattern is [63] -, providing mmWave radar with improved resilience to jamming attacks. Furthermore, due to the mobile nature of vehicles, successfully jamming mmWave radar in highly mobile environments proves to be challenging, as an attacker may not have enough time to determine the mmWave frequency. Consequently, such attack would be most effective in slow moving traffic, such as inner-city environments [33].

Radar applications are also susceptible to spoofing attacks, where attackers replicate and retransmit the mmWave signals. The signal structure of automotive radar means that no inherent authentication is performed, allowing attackers to tamper with the vehicle, either by introducing false data, or corrupting received data. Objects in the distance can be entirely fabricated, or their distance relative to the vehicle can be altered [62], greatly effecting the autonomous decision making process and disrupting the collision detection functionalities.

Countermeasures:

Constantly alternating the frequency of the mmWave radar frequency could limit the effectiveness of jamming attempts, as the attacker will not be able to determine and lock onto a single frequency. However, this may only provide finite success, as, in order for mmWave radar to work at each distance, there is a narrow operating window. Coupled with a modern jammer’s ability to predict frequency change [64], this may only be a slightly effective method.

Sensor fail safe principles can be applied to radar. Utilising the on board AI and machine learning capabilities of the vehicle, as well as cross-referencing the data with other sensors such as LiDAR, the vehicle should perform anomaly detection on scanned objects [62]. This allows for the vehicle to determine if an object has been falsely introduced or its position altered, and can rely on the other sensors to provide more accurate data. This further adds a layer of redundancy, as discussed with LiDAR.

4.1.3 Cameras

Cameras fitted to AVs typically utilise either a Charge-Coupled Device (CCD) or Complementary Metal Oxide Semiconductor (CMOS) sensors [61], which are vulnerable to partial or total
blinding, including permanent damage in extreme cases. Such an attack can be achieved through the use of low cost 'interferers', such as LED spot lasers, laser pointers and infrared LED spot lasers. The interferer is pointed directly at the vehicle’s camera, which can cause total blinding, as illustrated in figure 7(a), or is pointed towards a calibration board and reflected back into the vehicle’s camera, which can cause partial blinding, as illustrated in figure 7(b). Both of these figures show the results of blinding through the use of LED spot lasers, however, if an attacker is to use a laser pointer, the degree of partial blinding is increased and permanent damage can be caused.

![LED spot laser partial blinding](image1)
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Figure 7: Partial and total camera blinding using a LED spot laser

Automotive cameras are also susceptible to attacks by concealing traffic signs. As discussed in section 3.1.1, one of the primary functions of a CAV camera is to detect road traffic signs, such as speed limit, pedestrian zone and warning signs. Research by Petit and Stottelaar [60, 58] highlighted that it is possible to alter the information and 'hide' traffic signs by surrounding and masking them with other shapes and colours, confusing the AI models. An attacker can further abuse this by placing falsified traffic signs in unsuitable locations. Furthermore, attackers could paint additional lines onto the road, making it difficult for the lane keeping system to work effectively.

Camera object tracking capabilities offered by the vehicle can also be targeted. Due to the resolution of the camera sensor and the limited computational power on the vehicle [58], presenting too many objects to track, i.e. multiple road traffic signs in close proximity, can overwhelm the system. Furthermore, attacks targeting the automatic expose controls and auto-focus of the camera can be conducted by pointing a bright light at the vehicle’s camera. When a light is introduced, the camera will reduce its sensitivity and exposure to try and draw out the remaining information from the available image [60], however, this can be easily overwhelmed. Therefore a hacker can abuse this by hiding vital information such as traffic signs or pedestrians by introducing light.

**Countermeasures:**

Blinding attacks can be mitigated if the vehicle has a secondary reserve camera that can be switched to if the main camera experiences loss of function. This provides a layer of immediate redundancy if a camera experiences partial or total blindness. Furthermore, additional cameras should be implemented at different strategic locations on the vehicle, making it difficult for an attacker to blind every camera. Additionally, lens filters can be used to filter out interference [61]. However, increasing the number of cameras on each vehicle as well as increasing their complexity comes at the expensive of higher implementation cost and increased sizing constraints, presenting an issue for the cost-driven and space-restricted CAV market. [58].

Sensor fail safe principles can be applied to counter both blinding attacks and targeted attacks on camera functionality. The camera’s software should have maximum exposure limits, which shuts off the camera unit if a light source causes the exposure to increase to an abnormal level.
This process would allow for the driver to take over controls, or draw from V2V communication and other sensor data to carry out autonomous functionality. V2V communication further allows for anomaly detection, as a targeted vehicle will show dramatically different camera data.

4.1.4 Ultrasonic Sensors

Ultrasonic sensors are vulnerable to the same spoofing and jamming attacks as seen in LiDAR and radar sensors, and therefore this section will not delve into the nuances of the attack. However, there are several noteworthy attacks which can be performed on ultrasonic sensors. Cloaking attacks are performed by concealing the presence of objects by cloaking their ultrasonic signal [65]. In such attack, sound absorbent materials are placed around obstacles such as parking bollards, walls or other vehicles, which absorb the sensor signals and drastically reduce their output, thus removing objects in the eye of the vehicle [36].

Research by Lim et al. [66] highlighted an issue with ultrasonic blind spot detection systems in vehicles, where very thin objects cannot be perceived by the sensor. This can be exploited by attackers by placing a thin object towards the blind spot of a reversing vehicle. Such attack can be considered malicious but not overtly dangerous as it only has an effect at low speed scenarios.

An advanced attack on ultrasonic involves eliminating legitimate ultrasonic signals. Acoustic cancellation attacks transmit a counterfeit signal with a phase that is opposite to the legitimate signal [65, 66], causing the vehicle’s ultrasonic phase to become zero. Such attack can temporarily render the vehicle’s ultrasonic sensor redundant, however, acoustic cancellation involves a high degree of knowledge from attackers and resources that are not readily available.

An attacker however can conduct a physical attack on the vehicle’s ultrasonic sensor by simply placing certain types of adhesive tape over the vehicle’s transmitter and receiver. Lim et al. again tested this by placing scotch tape over the sensor, finding that they were able to completely disable its functionality [66].

Countermeasures:

In order to counter blind spot and cloaking attacks, the vehicle should utilise sensor fusion and backup cameras in order to cross-check the object, verifying the legitimacy and accuracy of the ultrasonic sensor readings [65]. This method provides a layer of redundancy as seen with LiDAR and radar countermeasures. A simple, yet effective mitigation strategy against physical attacks would alert the driver to visually inspect their vehicle regularly to see if their sensors have been tampered with.

Mitigating against spoofing and jamming attacks requires the same principles as seen in radar, whereby the waveform of the signal is randomised. The transmitting waveform characteristics should be randomly altered, and should only be accepted by the receiver if they correlate to the given waveform. Furthermore, the frequency at which the waveforms are transmitted should be randomised and continually changed to avoid jamming attacks[66].

4.1.5 Global Positioning System (GPS)

Civilian GPS systems, as used within CAVs, are designed without encrypted and authorised transmission, contrasting military applications which can prevent counterfeit and illegitimate signals [67]. Moreover, traditional civilian GPS systems are not designed for either safety or security critical operations [68]. Although adopting an open standard for GPS within CAVs may well be robust and inexpensive, the accessible and predictable architecture presents the technology with vulnerabilities from counterfeited or spoofed signals.

GPS spoofing is achieved by an attacker broadcasting identical signals to that of the satellite’s legitimate signal, then progressively increasing the power of the counterfeit signal and diverging
it away from the vehicle’s true location [69]. Due to the lack of signal authentication, and the publicly known codes for each satellite [70], the vehicle is unable to verify whether the signal received by the GPS receiver is legitimate or counterfeit. Worryingly, automotive GPS systems do not utilise such authentication procedures, and it has been established that off-the-shelf receivers cannot detect spoofing attacks [68]. Spoofing the GPS signal theoretically allows for the attacker to deviate the vehicle by detouring the victim along a guided route. An extension of this attack is called targeted deviation, as illustrated in figure 8 (b), where the victim is diverted to bypass a predetermined location which could potentially put them at risk [71].

![Figure 8: Illustrating targeted deviation of a GPS navigation route](image)

There have been now published real-world spoofing attacks, with the absence possibly be explained by the cost of hardware, and the required skill needed to build a sophisticated GPS spoofer. Dr Todd Humphreys [67] suggests that in order to create a hardware spoofer, the required off-the-shelf components would cost between one and two thousand USD. Furthermore, Humphreys predicts that there are no more than one hundred researchers worldwide in universities that have the expertise in software-defined GPS that could develop a GPS spoofer. For the time being then, spoofer development is likely outside the capability of lone hackers, but remains within the capability of nation-states.

GPS systems remain vulnerable to jamming attacks. During such attacks, GPS sensor signals are jammed to prevent locating the vehicle [65]. GPS signals from satellites are considered weak in nature, with jamming attacks exploiting this by generating strong signals that overwhelm the GPS receiver. Jamming attacks on GPS do not require the advanced levels of competence that spoofing attacks require, and can be carried out with low cost hardware [72]. An attacker can deploy jamming as part of a Denial-of-Service attack. Furthermore, a thief can utilise a jammer to block the vehicle’s anti-theft GPS system from knowing and reporting the vehicle’s location [72].

Another advanced attack on GPS systems include black hole attacks. In a black hole attack, an attacker can cause the deliberate loss of GPS information across a V2X network. Such attack hinders the reliability and efficacy of V2X communication as attackers falsify their GPS data and advertise themselves as having correct GPS data [65]. Black hole nodes send false information onto other nodes, causing the network to crash.

**Countermeasures:**

The automotive industry should look towards military applications of GPS and utilise encrypted GPS transmission. However, Humphreys [67] states that this could deny the free and open access which the technology is built on. Therefore, it is important to propose a countermeasure that provides signal authentication without the denial of access. With this, Navigation Message Authentication (NMA) could be implemented. This method embeds public-key digital signatures into the GPS message which can be validated by the vehicle [67]. This allows for only authorised signals to be accepted by the GPS system on the vehicle. An additional spoofing countermeasure
looks to utilise multiple GPS receivers deployed in a static, known formation on the vehicle. This method allows the receivers to exchange their individual locations on the vehicle and can each check if their calculated locations preserve their physical formation [68].

To defend against jamming attacks, Petit and Shaldover suggest utilising IMU sensor measurements in the event of an attack [72]. This method however should only be used as a supplementary and/or as a layer of redundancy if the GPS receiver is temporarily unavailable, as CAVs require highly accurate navigation data to provide advanced levels of autonomy.

Defending against black hole attacks requires building multiple routes to the destination (node) in the network [73]. Research by Mahmood and Khan [73] proposed two suitable countermeasures: Firstly, an anomaly-based neighbour-monitoring scheme was evaluated, where each node builds up a profile of it’s neighbouring node’s behaviour, with traffic features exceeding the predetermined range flagging up an alert. [73, 74] A second anomaly-based approach utilised dynamic training and clustering to identify nodes that deviate from a normal state [73, 75].

4.1.6 Inertial Measurement Unit (IMU)/ Inertial Navigation Systems (INS)

As mentioned in section 3.1.2, INS sensors are embedded within the vehicle and do not possess any external communication capabilities, and therefore are impervious to remote attacks, however, INS sensors remain vulnerable to local spoofing and acoustic attacks.

Spoofing attacks on INS sensors can be conducted with relative ease with the use of off-the-shelf hardware [76]. Spoofing attacks work by either manipulating analog signals and injecting them towards the region of the sensor, influencing the system’s digital readings, or, through side-swing attacks. In Side-swing attacks, attackers can manipulate the vehicle’s heading value by alternately injecting different waveforms of a varying frequency to achieve phase pacing, which causes the vehicle’s heading value to progressively increase [65, 76]. Manipulation and spoofing of INS sensors can cause the vehicle to believe it is travelling faster, is under more lateral gravitational force, or is at a steeper gradient, subsequently changing the autonomous driving dynamics.

Acoustic attacks on INS sensors target spring-mass structures such as gyroscopes and accelerometers (MEMS sensors). An attacker injects falsified acoustic waves where the frequency matches the resonant frequency of the chosen spring-mass sensor, resulting in the sensors vibrating and drastically affecting the behaviour of the sensor [77]. Falsified acoustic waves can be used to obtain full control over an accelerometer or gyroscope, allowing the hacker to manipulate vehicle dynamics, as seen with spoofing attacks.

Countermeasures:
Mitigating both spoofing and acoustic attacks can be accomplished by the use of relatively inexpensive hardware components and lightweight software defence mechanisms. Yazhou Tu et al. [76] suggest implementing microfabric acoustic material and isolating boxes in and around the INS sensors in order to dampen and isolate the unit from acoustic interference. Such materials protect MEMS sensors from attacks without compromising size, weight, cost, or the performance of the system.

Software defence mechanisms can also be applied to counter spoofing and acoustic attacks by utilising low-pass filters and random sampling. Low-pass filters can be used to eliminate out-of-bands analog signals [76], as well as lowering the cut-off frequency, so that loud acoustic attacks do not remain effective. Random sampling can be used to mitigate against an attacker’s falsified signal by eliminating the ability for said attacker to conduct acoustic interference.
4.2 Attacks on V2X Communication

Given the security vulnerabilities presented thus far, one could reasonably argue that closed vehicle systems are easier to secure than connected vehicle systems. Whilst attacks on isolated traditional vehicles can have considerable consequences, security breaches do not compromise or propagate over to other vehicles, connected infrastructure or external networks. Although the communication technologies that enable V2X communication incorporate the security service requirements previously listed, V2X networks are still vulnerable to several attacks on security due to the underlying technologies. This section considers the various attacks on V2X networks, with each attack being applicable to V2V, V2I, V2N and V2P communication.

1. **Blackhole Attacks:** The attacker receives transmissions from the V2X network but denies participation in routing the received data [16]. Information is not relayed to neighbouring nodes, consequently blocking the spread of information across the network.

2. **Bogus Messages:** Compromised nodes spread bogus (falsified) transmissions across the network, either by generating false messages or modifying existing ones. Attackers broadcast bogus messages to misguide other vehicles on the network, i.e. falsifying traffic jams or collision warnings.

3. **Certificate Replication:** Attackers gain access to compromised nodes and exploit replicated certificates to conceal themselves. Certificates that were previously added to a blacklist are recycled by malicious entities on the network [16].

4. **Denial-of-Service:** An attacker injects copious volumes of data into the network, attempting to minimise the packet reception ration (PRR) for nodes on the network [78], jeopardising the availability and performance of V2X.

5. **Eavesdropping:** Attackers collect and ‘listen in’ to data flowing through a V2X network, aiming to acquire sensitive and confidential information on users, infrastructure and network information. Eavesdropping is considered passive as it has no direct effect on the network [14].

6. **GPS Spoofing:** GPS spoofing attacks have been covered in section 4.1.5.

7. **Impersonation (Masquerading):** The attacker presents himself as a legitimate entity on the V2X network, gaining access to confidential data and abusing authorisation controls. Attackers can then send malicious information to nodes on the network, causing a number of other attacks.

8. **Location Tracking:** An attacker listens over a network and analyses the data collected from neighbouring nodes to identify the current and previous locations of the target. This form of attack is considered passive, however it can be performed regardless whether or not the target changes their pseudonym [79].

9. **Message Modification:** Attacks who have received legitimate messages from nodes on the network modify the message before sending it on. Modifying the original message can achieved by adding to, reorganising or fundamentally changing all or part of the message.

10. **Replay Attacks:** Replay attacks are considered one of the most common attacks in all types of networks [16]. Messages received by adversaries are maliciously replayed repeatedly over the networks, potentially inducing Denial-of-Service across the network.

11. **Sybil:** A sybil attack is any instance where attackers join a network using multiple real or fake identities [14]. Attackers can deploy this attack to generate falsified vehicles on the road, benefiting the attacker.

12. **Unauthorised Access:** Network services are forcefully accessed by attackers who do not originally possess the required access rights or authentication. Confidential data is often targeted as the access controls protecting the given data has been overridden.
The presented attacks vary in both the complexity and the probability of being detected by the network. While countermeasures are considered outside the scope of this paper, V2X network designers should consider improving the security service mechanisms outlined in Table 2. Table 2 further looks towards both empirical and theoretical research [65, 69, 68, 13, 16, 14, 80, 81] to provide an insight into the difficulty and detection probability for each of the aforementioned attacks on V2X networks.

<table>
<thead>
<tr>
<th>Attack</th>
<th>Ease of Attack</th>
<th>Detection Propability</th>
<th>Security Service Breaced</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blackhole Attack</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Availability, Confidentiality</td>
</tr>
<tr>
<td>Bogus Messages</td>
<td>Moderate</td>
<td>Low</td>
<td>Data Origin Authentication, Availability, Data Integrity</td>
</tr>
<tr>
<td>Certificate Replication</td>
<td>Moderate</td>
<td>Low</td>
<td>Data Integrity, Non-Repudiation</td>
</tr>
<tr>
<td>Denial-of-Service</td>
<td>High</td>
<td>High</td>
<td>Data Origin Authentication, Availability</td>
</tr>
<tr>
<td>Eavesdropping</td>
<td>High</td>
<td>Low</td>
<td>Data Origin Authentication, Anonymity, Confidentiality</td>
</tr>
<tr>
<td>GPS Spoofing</td>
<td>High</td>
<td>Low</td>
<td>Data Integrity, Location Privacy, Non-Repudiation</td>
</tr>
<tr>
<td>Impersonisation (Masquerading)</td>
<td>Low</td>
<td>Low</td>
<td>Data Origin Authentication, Data Integrity, Non-Repudiation</td>
</tr>
<tr>
<td>Location Tracking</td>
<td>Moderate</td>
<td>Low</td>
<td>Anonymity, Confidentiality, Location Privacy</td>
</tr>
<tr>
<td>Message Modification</td>
<td>High</td>
<td>Moderate</td>
<td>Data Origin Authentication, Availability, Data Integrity</td>
</tr>
<tr>
<td>Replay Attack</td>
<td>High</td>
<td>Low</td>
<td>Data Origin Authentication, Data Integrity</td>
</tr>
<tr>
<td>Sybil Attack</td>
<td>High</td>
<td>Low</td>
<td>Data Origin Authentication, Availability</td>
</tr>
<tr>
<td>Unauthorised Access</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Confidentiality, Data Integrity</td>
</tr>
</tbody>
</table>

References [65, 69, 68, 13, 16, 14, 80, 81]

Table 2: Attack analysis on V2X communication

4.3 Attacks on Infotainment Systems

CAV development suggests a reliance on infotainment systems. One only needs to look to industry leaders such as Tesla and their Model 3 to see the emphasis on driving-related information being almost wholly presented and controlled by the infotainment system, as illustrated by figure 9 [82].
It is therefore conceivable to envisage a future where the majority of a CAVs autonomous systems are exclusively controlled by the infotainment systems. As a result, this leaves the technology, including smartphone connectivity, a target for attackers. The attack surface on infotainment presents vulnerabilities from both local and remote attacks. The following subsections discusses attacks on USB, CD-ROMS and Bluetooth and presents suitable countermeasures for the given vulnerabilities.

4.3.1 USB, CD-ROMS and Infotainment

Vehicle manufactures have increased the security vulnerabilities of infotainment systems by allowing access to both the internet and outside devices such as smartphones [83]. Furthermore, infotainment systems are often connected to the CAN bus on a vehicle which presents attackers with additional incentives and opportunities to exploit autonomous vehicle security and functionality.

There are a several ways one can connect their phone to the infotainment system. Modern vehicles often have one or more Universal Serial Bus (USB) ports that allows for multimedia playback from the user’s smartphone or electronic device. Additionally, some vehicles allow firmware and software updates for the infotainment system to be uploaded via the USB or OBD-II ports.

This data communication method leaves the vehicle vulnerable to malware injection attacks. Researchers at Zingbox [84] highlighted that a maliciously crafted USB device could be used to upload malware onto the vehicle’s infotainment system. This malware could be deployed to leverage the SMS service of the user’s smartphone, allowing the attacker to access personal information, block or accept phone calls, or even keystroke log personal authentication pins [85]. Injected malware can also cause the infotainment system to be in an unusable state by commanded messages through SMS. If this attack is applied to CAVs who have their autonomous controls embedded into their infotainment systems, this could cause potentially hazardous Denial-of-Service attacks.

Attacks can use these various entry points into the infotainment system to tamper with CD, Bluetooth and Wi-Fi in the vehicle, with the use of maliciously designed media files [85]. Adversaries could consequently deliver malicious code into the infotainment system by encoding a Trojan CD or song file with malicious inputs, and use social engineering tactics to persuade the target to unknowingly compromise their infotainment system and vehicle. Research by Checkoway et al. [86] illustrated the threat of malicious CD-ROMs on a vehicle, highlighting the possibility of an adversary gaining access to the CAN bus and tampering with ECU firmware through malicious CD-ROM media. Trojan media attacks can also spread throughout file-sharing networks on the vehicle without being detected.
Countermeasures:
In order to mitigate against USB port attacks, the vehicle should check the format of a USB device and only grant supported file systems the ability to mount to the vehicle’s infotainment system [85]. This same principle can be applied to other infotainment connection methods, including CD-ROMs and Bluetooth. Furthermore, automotive manufacturers should consider both adopting read-only permissions for devices, and separating the infotainment system from the autonomous driving system.

Service updates that utilise USB or OBD-II ports do require write permissions however. To protect against illegitimate firmware updates, the cryptographic keys used when establishing a connection to the vehicle and verifying the parties should be securely stored as to avoid an adversary finding and using them. Additionally, update packages should be digitally signed and encrypted, with the vehicle having the ability to refuse malicious updates [85].

4.3.2 Bluetooth
Attacks on Bluetooth risk the adversary gaining control over the Bluetooth system, personal data, and other safety critical systems in the vehicle. Recent research [87] found a mass security vulnerability with Bluetooth in several vehicle brands, dubbed ‘CarsBlues’. This security flaw allowed an attacker to steal Personally Identifiable Information (PII) of users who had synced their smartphones to the vehicle’s Bluetooth infotainment system. This vulnerability allows an attacker to access stored contacts, call logs, and full messages without the user being aware. The attack was deemed relatively easy to replicate and straightforward to perform against unsuspecting targets, and crucially could be completed without a trace [87]. This raises security and privacy concerns for owners of vehicles, and crucially highlights the vulnerability of rented or shared vehicles.

Bluetooth connection can act as a gateway into the vehicle’s systems. Research by the Tencent Keen Security Lab [88] discovered vulnerabilities in certain BMW models that allowed an attacker to gain access into the infotainment systems, the telematics control units and the CAN bus via a Bluetooth connection [83]. Access into the CAN bus via Bluetooth further allows attackers to inject malicious code into targeted ECUs attached to the CAN bus, manipulating vehicle operation. As the Bluetooth connection on vehicle is publicly discoverable, hackers can connect smartphones to target vehicles, take control of the infotainment system and perform Denial-of-Service attacks by flooding the system with data, or jamming systems to cause applications and devices to crash [89].

Countermeasures:
Mitigating against malicious Bluetooth attacks requires the Bluetooth protocols to be properly configured, with unused Bluetooth profiles being disabled [85]. Furthermore, cryptographic user authorisation and authentication mechanisms should be incorporated into the pairing process for new smartphones, including the use of strong passwords and digital signatures to ensure only legitimate connects are made [83].

While many vehicle manufactures separate their infotainment system communication networks from their vehicular operation and safety networks, not all have adopted this. It is recommended that all manufactures separate said networks, especially the operational and safety systems on the CAN from the in-vehicle communication networks. Moreover, reducing the control connected Bluetooth devices have over the vehicle should be beneficial. Limiting control to previously accepted notions, i.e. limited to multimedia playback and basic mobile phone operations as seen in vehicles in the mid 2010s, should reduce the desire for attackers to target vehicular Bluetooth.
4.4 Attacks on Automotive Control Systems

Automotive control systems represent the systems and subsystems that manage and maintain the functionality and operation of the vehicle, including vehicular safety systems, vehicle security, electronic control units (ECUs) and vehicle connection mechanisms. Attacks on automotive control systems frequently target the ECU, CAN bus and the vehicle’s key [90]. Similarly to the previous subsections, attacks on such systems will be discussed, and countermeasures will be proposed in order to mitigate against the occurrence and resulting damage of these attacks.

4.4.1 ECUs and CAN Bus

Early implementations of the CAN bus were not designed with an emphasis on secure communication, as vehicles at the time were not transmitting data to external networks [91]. This leaves the CAN bus vulnerable as it does not support the security features required for CAVs. CAVs remain vulnerable to active and passive attacks including; eavesdropping, replay attacks, bus injection, denial-of-service attacks, ECU firmware tampering and spoofing. These attacks are largely facilitated in part due to the design of the CAN protocol, as it enables unauthorised access between the various ECUs in the vehicle. Furthermore, there are no authentication mechanisms, and transmission is often unencrypted [92]. Figure 10 [93] illustrates a generic attack on the CAN bus.

![Generic attack on the CAN bus network](image)

The vulnerability for denial-of-service attacks is due to CAN bus’ priority-based arbitration mechanism. The design of the protocol grants the node with the highest priority transmission without interruption, if two nodes are transmitting at the same time [94], therefore causing messages with a lower priority to indefinitely hold their transmission. This allows an attacker to inject malicious messages with a high priority into the vehicle’s ECU at a high frequency. Thus causing the vehicle to malfunction or freeze, consequently denying communication between nodes and blocking the sensors data. This allows an attacker to disable features of the connected or autonomous systems on the vehicle [95].

The CAN bus is also vulnerable to injection and eavesdropping attacks due to the lack of encryption and authentication mechanisms. Injection attacks allow an attacker to inject data into the CAN bus at an abnormal rate [91, 96]. As the CAN protocol does not offer authentication, the vehicle has no way of verifying whether the injected messages are legitimate or not. Furthermore, the lack of encryption also allows unverified malicious nodes to connect the network and inject data into the bus. Therefore, messages between nodes can be monitored and observed, and further allows an attacker to generate illegitimate and disruptive messages that can be used to simulate incidents, altering the behaviour of the vehicle as required by the attacker [91].

An extension of the aforementioned attacks allows an attacker to analyse the traffic on the bus and learn the behaviours of each ECU embedded in the vehicle. By analysing the CAN bus, an attacker can mimic ECU behaviour [91]. Research by Lehira et al. [97] found that such attacks were often undetected by ECUs. This allows an attacker to target certain ECUs and falsify legitimate messages, raising an error in the ECU controller, forcing the bus to cut transmission between the ECU and network. Again, this attack highlights the vulnerability of negating authorisation...
mechanisms on a network. The results from their research found that by utilising various spoofing methods, the transmission of legitimate messages was entirely prevented on an actual car, and, 100% of spoofing messages would be received by the target ECU with no error being detected [97].

Access to the CAN bus of a CAV is feasible via a broad range of remote attack surfaces [98]. With the inclusion of external interfaces in CAVs, the CAN bus can be connected to through communication technologies such as Bluetooth, Wi-Fi and cellular. Research conducted by Nie et al. [99] presented the successful implementation of a remote attack on a Tesla Model S, allowing them to inject malicious messages into the CAN bus. This attack targeted the Wi-Fi and cellular capabilities of the vehicle and compromised the physical layer of the CAN bus, meaning the vehicle to be fully controlled by an attacker [99].

**Countermeasures:**

The attacks on the CAN bus protocol requires strong security countermeasures. As previously mentioned, the CAN protocol does not utilise encryption or authentication mechanisms to control the communication between nodes on the vehicle’s CAN network. With this, cryptographic mechanisms should be implemented into the network, providing both dedicated encryption and authentication procedures for traffic on the network. Although this may come at the cost of computational power, lightweight cryptographic mechanisms should be feasible.

Lightweight Message Authentication Codes (MACs) can be used to provide authentication and data integrity for the transmission of messages along the CAN bus. This method however does not provide any means of non-repudiation, meaning it is not possible for the vehicle to know if incoming messages have been tampered with. Additionally, MACs cannot provide confidentiality, meaning an attacker can still perform eavesdropping and reverse engineering attacks on CAN messages [91]. For this, encryption algorithms such as 128 bit Advanced Encryption Standard (AES-128) can be used to provide confidentiality, meaning an attacker cannot perform the aforementioned eavesdropping attacks or learn the behaviour of specific ECUs.

A simple countermeasure against CAN attacks is to separate the CAN network into multiple sub-networks [94]. Network segmentation provides a layer of protection against error propagation, as an attack on an ECU can only cause damage to the specific CAN sub-network in which the ECU is located, and limits the spread of damage to the whole vehicle’s CAN network. This means, an attack on less safety critical ECUs does not interfere with higher-priority systems such as ABS or LiDAR units for example. Although network segmentation can reduce the effects of a targeted attack, it does not provide any further protection mechanisms to the nodes on the bus, and further makes system maintenance more complicated.

### 4.4.2 Keyless Entry Systems

PKES remain vulnerable to relay attacks. Relay attacks target the challenge-response protocol used within the PKES key, allowing the attacker to unlock and start the vehicle’s ignition while the key fob is outside the required distance. An attacker needs a key agent and a car agent which has the regular functions of the key and the car, but also the ability to relay communications [51]. The relay channel between the key agent and car agent can transmit the RFID signal significantly further than the vehicle’s key fob, and is undetected by the vehicle’s PKES system. The challenge signal is relayed from the key to the key agent along the relay channel, and the response from the vehicle is returned through the vehicle agent and back along the relay channel. Figure 11 [51] illustrates the set up of a relay attack. The car is unable to distinguish between the real key and the key agent, and therefore the attacker can conduct this attack without being detected.
Countermeasures:
In order to mitigate against relay attacks on PKES, research [50] suggests that distance bounding is the best method to protect against an attack. Distance bounding protocols denote upper-bounds for the round-trip time (RTT) of messages between the PKES key fob and the vehicle. The verifier (RFID reader on the vehicle) is equipped with a reliable clock that measures the RTT of message exchanges, checking whether the prover (RFID key fob) is no further than the maximum defined limit [100]. In the event of an attack, if the verifier and prover are mutually trusted, the attacker cannot convince the the vehicle that the key is within the required distance, hence blocking the attack. Although the presented distance bounding protocol could be considered as a simple proximity checking mechanisms, distance bounding protocols also provide unilateral authentication utilising cryptographic primitives such as MACs, signature schemes and encryption [100]. This further mitigates against relay attacks in the context of vehicles.

4.5 Summary

The increased complexity of vehicular technologies and systems presents a multitude of security vulnerabilities which can and will be exploited by attackers. The attack surface on modern vehicle is already vast, however CAV applications expands this to unprecedented levels. Attacks on availability, integrity, reliability, efficacy and confidentiality can be conducted in many cases with the use of inexpensive hardware, or a moderate understanding of the technological architecture.

Therefore, the automotive industry must look to existing research, and conduct their own work in order to find the susceptibilities and entry points for hackers into their system. Furthermore, they should consider how an attack on such system will affect other hardware and software on the vehicle, as well as the user’s safety and the impact on the autonomous driving features.

Although there are few documented cases of genuine attacks on CAVs in the real-world, researchers have demonstrated multiple susceptibilities for their underlying technologies. In the same vein, attacker’s capabilities are expected to improve with technological development in the tools and mechanisms they use, and thus, system designers must ensure the safety and security critical components are secured, and segregated from less safety critical components. Furthermore, CAV provisions should include multiple layers of redundancy in the event of a sensor going offline as the result of an attack.

Thus, the automotive industry should consider adopting core security service principles, cryptographic primitives, software defences and hardware solutions to mitigate against such attacks.
5 Personal Data Protection and Privacy Implications

5.1 Identifying Personal Data

We have seen from section 4 that vehicle sensors and AI systems capture, process and produce vast volumes of data in order to provide the autonomous driving capabilities seen in high level CAVs. In addition to sensor data, CAVs capture and analyse personal and sensitive information relating to users and non-users (pedestrians, infrastructure and passengers who are either associated or connected to the vehicle) [101]. According to the European Data Protection Board (EDPB), the most associated data with CV is considered to be personal data [102]. Personal data can also extend to any information that has been captured and shared that relates to an individual; when a vehicle’s sensor and operational information is associated with an identifiable individual, that data becomes personal information [103]. Furthermore, CAV technologies can also capture and share personal information for less obvious insights; for example, vehicles will be able to identify different users based on the differing operations of vehicle controls, i.e. throttle input [104]. Hence, comprehensive data collection on users will become commonplace with jointly owned or shared vehicles, catering to the consumer desire for harmonious integration between CAVs and a user’s digitised lives [104].

It is important to understand the full extent of what types of personal data is collected. Table 3 describes the personal data relating to CAVs, its users and external entities, adapted from Kro-ntiris’ et al. publication [101]:

<table>
<thead>
<tr>
<th>Data relating to the vehicle and its users</th>
<th>Data relating to external entities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Related Data</strong></td>
<td><strong>Example</strong></td>
</tr>
<tr>
<td>User and non-user information</td>
<td>Name, address, account information, biometric data etc.</td>
</tr>
<tr>
<td>Personal devices of users and non-users</td>
<td>Smartphone ID, MAC addresses, stored contacts etc.</td>
</tr>
<tr>
<td>Trip information</td>
<td>Trip history, saved trips, duration and time of journeys etc.</td>
</tr>
<tr>
<td>Vehicle location data</td>
<td>Home parking address, parking history, service centres etc.</td>
</tr>
<tr>
<td>Vehicle identification</td>
<td>Vehicle make and model, VIN number, chassis code etc.</td>
</tr>
</tbody>
</table>

Table 3: Personal data relating to connected and autonomous vehicles

5.2 Considerations and Implications

While OEMs may utilise personal and sensitive data to improve the autonomous vehicle performance, in many cases, users and non-users are presented with limited consent or opportunities with regards to the collection and handling of their data. These data concerns expose several important privacy implications for CAVs and their information capturing and sharing capabilities, raising questions of who is controlling the data and how it is being managed [105]. Privacy further remain unclear, as many users may object to the reasons as why data is collected, what type of data is
required, and the duration that it is stored [103]. This lack of transparency over the handling of personal data can damage public perception and acceptance of CAV technologies.

CAVs will also possess information that relates to the user’s whereabouts, and general driving habits [106]. This data holds intrinsic value to OEMs and advertisers; Glancy notes that CAV users could be subject to location-based targeted advertising during their commute, for example [103]. While ethical and moral questions will certainly be raised, this could also later lead to personal privacy being abused and breached if users lack control over their information.

In addition to commercial use of personal information, data collected for well-defined purposes risks being later sold or used in unlawful processing contexts. Good sets of personal and private data will fetch high prices online [104], with such data being highly valuable for social engineering schemes or ransom attacks. Furthermore, data collected by CAVs could unknowingly be used by insurance companies or law enforcement authorities. CAVs can detect and share when the user is speeding, or has visited a known location associated with criminal activity. In this case, such information can be passed on to the relevant entities, breaching a user’s privacy and confidentiality.

OEMs should also be mindful of excessively collecting personal information on users and non-users. While the AI and machine learning systems on CAVs are fuelled by vast volumes of data, collection should be limited exclusively to what is necessary. Thus, OEMs should consider the types of personal data and its applicability to their AI systems, referencing table 3.

Therefore, the privacy and protection of user and non-user data is an important safeguard against the mishandling of both personal and vehicular information. Traditionally, there has been little in the way of bespoke CAV data legislation [107]. Although any personal information processed by a CAV should be processed in accordance with existing data protection legislation [108], there is still uncertainty as to the scope and discernment of personal data in the context of CAVs. One of the closest regulations for personal data collection on a vehicle thus far are those of dash cams [109], however, the advanced data collection capabilities of CAV sensors and AI systems extend far beyond the scope of dash cams. Thus, in order to appropriately handle and protect personal data, vehicular and communication systems must be designed with the security service requirements mentioned in section 2.3.3, with an emphasis on integrity and confidentiality, as well as in accordance with existing personal data legislation.

Furthermore, the privacy of user and non-user information is necessary in ensuring that CAVs are trusted and accepted by consumers. A recent survey (n=1049) on the public opinion of CAVs by Gabrhel et al. found that 49.3% of participants were either ‘moderately’ or ‘very’ concerned about data privacy [110]. Bloom et al. explored people’s perceptions of the sensing and analysis capabilities of CAVs, with their study (n=302) finding that 54% of participants would opt out of identifiable data collection [109]. Moreover, their study also found that information collected and processed for recognition, identification and vehicle tracking was associated with overwhelming discomfort, and, privacy concerns also causing participants to express high levels of discomfort [109]. Both studies highlight the need for strict privacy regulation for personal information, owing to the unique challenges of CAV technologies and the ways in which data is managed.

5.3 Summary

Research throughout this report highlighted the unique challenges personal data and the privacy of users and non-users faces. While it might not be evident at first, CAVs produce, share and store vast volumes of personal information that can be used to identify individuals. Such information has an intrinsic value to the automotive industry, advertisers or criminals, where data may not always be used for well-defined purposes.

Thus, the automotive industry should consider adopting tighter security controls over personal data and privacy. However, the lack of bespoke legislation or clarity within existing legislation and guidelines presents challenges for CAVs.
6 Reviewing Existing Legislation and Principles Related to Connected and Autonomous vehicles

6.1 Legislation

6.1.1 GDPR and EDPB

Entered into force on May 25, 2018, the European Union’s General Data Protection Regulation (GDPR) applies to all processing of personal data in the EU, including autonomous transport [111]. The GDPR requires that organisations focus on data protection, giving the user control over how their personal data is collected, used and shared. As discussed in section 5, due to the high volume of personal data captured and shared in CAVs, the GDPR is perhaps the most relevant and applicable sets of legislation for personal data and CAVs.

The GDPR sets out several requirements that organisations must adopt to ensure personal data and privacy is protected, including:

1. Lawfulness, fairness and transparency
2. Limitation of purpose, data and storage
3. Data subject rights
4. Privacy by design and by default
5. Data integrity and confidentiality
6. Accountability

In accordance with the aforementioned, in February 2020, the EDPB - the body responsible for ensuring GDPR data protection laws are applied consistently throughout the EU - published specific guidelines for the processing of GDPR personal data rules in the context of CVs [112]. The EDPB highlighted various privacy and data protection risks associated with CVs. Firstly, they identified a lack of control and information asymmetry, noting that: "drivers and passengers may not always be adequately informed about the processing of data taking place in or through a CV" [113]. This alludes to a risk of insufficient options to the user for controlling their data protection and privacy rights, and confusion over data ownership. Secondly, the quality of user’s consent was noted, owing to the fact that users may not be aware of the data processing carried out on the vehicle. This is an obvious breach of GDPR rules, as consent must be informed to the user [102]. Therefore, traditional consent mechanisms may need to be updated to be compatible with CAV system. Thirdly, further processing of personal data must be met with additional consent, as initial consent should not constitute further data collection actions. Fourthly, as mentioned in section 5.2, personal data should not be subject to excessive collection, with OEMs often collecting more than is required. This calls for limits on AI processing and machine learning with personal data. Finally, the overall security of personal data was identified as a risk; as previously discussed, the increased functionality of CAVs leads to a broader attack surface, thus opening more attacks on personal data.

The risks identified by the EDPB pose many questions as to whether CAVs are compatible with GDPR, and what directions OEMs should take in ensuring their vehicles are compliant. While recommendations were presented: geolocation data protection, biometric data protection and data revealing criminal offences being carried out under the control of an official authority [113], the ambiguity in GDPR laws still present several personal data concerns with CAVs.

Thus, it is evident that there is a requirement for more applicable sets of legal rules and requirements relating to CAVs, due to the complex nature in which personal data is used. Traditional data protection principles may be incompatible with the ways in which data is collected and processed in autonomous driving contexts. Therefore, there is a requirement for collaboration between OEMs and GDPR legislators to define commonly agreed data protection rules that strikes a balance between the protection of personal data and allowing CAV technologies to operate as required.
6.1.2 Automated and Electric Vehicle Act 2018

The Automated and Electric Vehicle Act 2018 passed into law on 19 July 2018 [114]. The legislation is part of the UK Government’s initiative to promote the development and deployment of autonomous and electric vehicles, with implementation being rolled out via a number of statutory instruments, in order to fulfill the government’s goal of fully autonomous vehicles on the road by late 2021 [115]. Sections 1-8 of the act address the insurance issues that arise when the responsibility for a autonomous vehicle is shared between the driver and the vehicle itself [114].

The act acknowledges the position of insurers, considering whether an accident involving an automated vehicle can be considered contributory negligence. The Act states that the insurer is not liable to the person ‘in charge of the vehicle’ where the accident that it caused was wholly due to the person’s negligence in allowing the vehicle to being driving itself when it was not appropriate to do so [114, 115]. This raises questions however of when is it considered appropriate to allow the vehicle to drive itself, suggesting there is a requirement for more clarification.

Section 4 of the Act address unauthorised software alterations and failure to update software, stating that insurers will be able to limit their liability if the vehicle’s operating system was tampered with, or the software has not been kept up to date. This looks to shift the responsibility onto the owner or user, as vehicle manufacturers will wish keep CAV software up to date, through emphasis on over-the-air (OTA) updates. It was stated that vehicle manufacturers were more likely to enforce and automatically install updates, helping to improve the safety and reduce the number of insurance claims [116]. Furthermore, although not implemented in the final act, it is recommended that stricture measures should be taken against attackers who tamper with vehicle software, something which other governments may wish to adopt.

It is worth noting that, when the Bill was discussed in parliament, Baroness Sugg (delegate the Secretary of State for Transport), stated that, although the Act is beneficial, the government believes the SAE’s ‘Levels of Driving Autonomy’ lacked precision, and they would be seeking to set their own safety standards by way of a technical committee [115]. Sugg stated:

"The categories set out by the SAE are under continual revision. A direct link to the levels creates problems if the definitions move away from what is needed for the proper functioning of the bill." [116]

Although Sugg later suggests they are not explicitly rejecting the SAE levels, they do not however meet the levels of precision required for approval and regulation. This raises important questions as to which level would be considered safe or lawful when a vehicle is in AV mode, and whether or not the Act need apply. Furthermore, this highlights the need for an internationally accepted definition and classification for CAV capabilities, however, it is recommended that the UK Government does indeed follow the SAE’s levels due to their widespread adoption and acceptance in the industry.

While there are many unanswered questions about the future of CAVs on British roads, the Act provides some important provisions for for AVs and the liability of insurers. Thus, legislators should continue to build on this Act, ensuring it remains relevant with the ever-changing landscape of CAVs. However, there is still a distinct lack of specifics in the Act, and the adoption of new legislation is likely to lead to years of uncertainty for victims of an AV accident with regards to liability [115].

6.1.3 United Nations Regulations 155 & 156

The United Nations (UN) World Forum for the Harmonisation of Vehicle Regulations introduced two new regulations on 22 January 2021 [117]. The regulations are applicable to 54 countries that are parties to the 1958 agreement. The regulations require that the authorities responsible for approving vehicle models prior to going on sale in a given country are built with cybersecurity provisions, with manufactures ensuring that their suppliers implement the same measures [118].
The regulations further list examples and specifics for connected vehicle cybersecurity attacks, allowing manufacturers time to prepare and respond to security vulnerabilities. The two regulations are as follows:

**UN Regulation No. 155 - Cyber security and cyber security management system:**

This regulation applies to connected and autonomous vehicles with automated functionalities from level 3 onwards. The regulation governs a vehicle’s cybersecurity concerns, introducing audit related provisions [119] that assess the robustness of the cyber security measures implemented by the vehicle manufacturer. These provisions also extend to the manufacturer’s suppliers, attempting to mitigate cyber risks along the supply chain. It also requires that manufacturers and suppliers monitor, report and share incidents. The regulation further ensures that there is a cybersecurity management system in place, and is available to all vehicles on the road. Mitigation strategies are required and should be in place to reduce the likelihood of a realised attack, with measures in place that can preemptively detect cyber risks. The regulation additionally provides a framework for the automotive industry that can be implemented if necessary, helping manage cybersecurity risks, summarised by [117]:

1. Identify and manage cyber security risks in vehicle design;
2. Verify that the risks are managed, including testing;
3. Ensure risks assessments are kept current;
4. Monitor cyber-attacks and effectively respond to them;
5. Support analysis of successful or attempted attacks;
6. Assess if cybersecurity measures remain effective in light of new threats.

This regulation provides one of the most robust cybersecurity management systems offered by any entity thus far. Although the framework lacks depth, the fact that is has been included helps organisations who may have a weaker understanding of cybersecurity and its relevance to autonomous vehicles.

**UN Regulation No. 156 - Software update and software update management system:**

The second regulation applies to the approval of vehicles with regards to software update and management. The regulation is the first of its kind to govern OTA software and firmware updates [119]. Prior to selling vehicles on the market, manufacturers must fulfil several requirements pertaining to the software update management system; Software update delivery mechanisms must be protected and ensure integrity and authenticity [117], with software identification numbers being protected and readable from the vehicle. Furthermore, OTA updates should only be executed if the vehicle has sufficient power and the last stable version of vehicle software being used if OTA updates fail. Users should be aware of new updates, and alerts should be created if a mechanic is required. As with the previous regulation, a framework is provided if necessary, and helps manage software update risks, summarised by [117]:

1. Recording the hardware and software versions relevant to the vehicle type;
2. Identifying software relevant for approval;
3. Verifying that the software on a component is what it should be;
4. Identifying interdependencies, especially with regards to software updates;
5. Identifying vehicle targets and verifying their compatibility with an update;
6. Assessing if a software update affects the type approval or legally defined parameters (including adding or removing a function);
7. Assessing if an update affects safety or safe driving;
8. Informing vehicle owners of updates;
9. Documenting all the above.

Again, this regulation is one of the most complete and comprehensive with regards to software updates in vehicles. Although OTA updates provide convenience to the user, and help keep a
vehicle’s security up to date, there are many considerations and dangers with such update mechanisms. Thus, it is recommended that manufacturers outside of the UN look towards this regulation.

Both regulations take an important step towards considering the growing concerns with CAV cybersecurity and software management. While the regulations may be considered stringent, this is preferable to legislation that lack clarity or depth. OEMs who comply with both regulations will further improve the security of their entire organisation, their supply chain, and their end-products. Furthermore, while the regulations are only applicable to the UN, other countries have the opportunity to build on these. This means that less developed countries outside of the EU, or countries who are behind in the CAV field can quickly catch up with existing international legislation.

6.2 Principles

6.2.1 UK Gov. Key Principles of Vehicle Cyber Security for CAVs

The UK’s Centre for Connected and Autonomous Vehicles (CCAV), the Centre for the Protection of National Infrastructure (CPNI) and the Department of Transport published the ‘Key principles of vehicle cyber security for connected and automated vehicles’ in August 2017 [120]. The principles are intended for use throughout the automotive industry, CAV systems and their corresponding supply chains, and provides guidance throughout the whole life of the vehicle. While discussing the full extent to the principles is out of the scope of this report, the following outlines the principles, using extracts from [120]:

- **Intelligent Transport Systems (ITS) and CAV System Security Principles:**
  1. Organisational security is owned, governed and promoted at the board level.
  2. Security risks should be assessed and managed appropriately and proportionally including those specific to the supply chain.
  3. Organisations need product aftercare and incident response to ensure systems are secure over their lifetime.

- **ITS/CAV System Design Principles:**
  4. All organisations, including sub-contractors, suppliers and potential 3rd parties, work together to enhance the security of the system.
  5. Systems are designed using a defence-in-depth approach.
  6. The security of all software is managed throughout its lifetime.
  7. The storage and transmission of data is secure and can be controlled.
  8. The system is designed to be resilient to attacks and respond appropriately when its defences or sensors fail.

Although the principles are not meant to be exhaustive, they provide a solid foundation for OEMs in the UK to improve their resilience to CAV cybersecurity threats across the organisation and supply chain. However, the principles are offered at a high level only, and may already be evident to larger organisations who have a strong grasp of cybersecurity responsibilities. Furthermore, the principles are not statutory, possibly alluding to the fact that CAV technologies are somewhat incompatible with strict governance, despite the aforementioned legislations.

6.2.2 ACEA Principles of Data Protection in Relation to CVs and Services

The European Automobile Manufactures Association (ACEA) published the **Principles of Data Protection in Relation to Connected Vehicles and Services** in September 2015 [121]. Their publication outline five high level principles for connected vehicles and services for affiliated companies within the EU. The principles are designed to supplement existing legislation governing data protection, i.e. GDPR. The principles are as follows [121]:
2. Give customers choice.  5. Process data in a proportionate manner.
3. Always take data protection into account.

Importantly, ACEA’s principles support the notion that an OEM’s control over in-vehicle personal data is fundamental in guaranteeing the safety, security and privacy for both connected vehicles and users [122]. However, while the document provides clear clarification over the different types of CV data and data protection requirements, there is little consideration for future uses of CV data, i.e. AI and machine learning.

6.2.3 SMMT’s 2017 Position Paper Guidelines

The Society of Motor Manufacturers and Traders (SMMT) published their Connected and Autonomous Vehicles Position Paper in February 2017 [123]. They comment on the state of technical solutions for CAV cybersecurity, and considers the position that guidelines are the most appropriate measures for ensuring CAV cybersecurity without hindering development, as opposed to strict legislation. Thus, the paper supports the following guidelines [123]:

1. The protection of CAVs requires verifiable security measures based on existing security standards.
2. CAVs must be equipped with integrity protection measures.
3. Vehicle manufacturers and their suppliers must have appropriate measures in place to manage used cryptographic keys.
4. The integrity of internal communications between controllers within CAVs must be protected by authentication mechanisms.
5. Online services for remote access into CAVs must have strong mutual authentication and secure communication between involved entities.

The guidelines importantly offers valuable cybersecurity practices that are applicable to both OEMs and entities in the supply chain. Furthermore, SMMT suggests that the aforementioned guidelines should be expanded to include high-level principles on board-level governance [123], reinforcing principle 1 from Section 6.2.1.

Notably, the guidelines are the first to consider relevant existing standards, such as the ISO 2700 series, as being applicable to CAV technologies and systems. Supporting the adoption of applicable standards is an important step in acknowledging the convoluted nature of CAV security, and will further promote a comprehensive CAV cybersecurity management system.

6.3 Summary

While this section has not considered the full scope of CAV governance, the most applicable legislation and principles have been identified. From this, it is clear that the legislative landscape for CAVs is unclear, with a distinct lack of specifics, or comprehensive legislation. While legislators will not want to stifle innovation, we must ensure that the automotive industry does not abuse the lack of governance.

GDPR law and EDPB guidelines are perhaps the most applicable and important in the context of CAVs, and must be adhered to at all costs. However, there remains a lack of specifics and clarity within GDPR laws, and this presents several security and privacy concerns that the legislators and industry must address.

Thus, there is a requirement for the automotive industry and legislators to collaborate and share information in order to produce a new set of bespoke CAV laws that strikes a balance between innovation and security. There is however hope for CAV governance, as new developments and practices within the field being introduced at a steady pace.
7 Recommendations: Security and the Future of Connected and Autonomous Vehicles

7.1 Preamble

The findings presented thus far can now be used to provide high-level security recommendations intended for use by the automotive sector, the supply chain, legislators and users, in order to protect connected and autonomous vehicles from the cybersecurity implications and vulnerabilities that threaten their future success.

While countermeasures have been provided for each of the attacks identified in Section 4*, and applicable legislation and principles have been critiqued, this section proposes important cybersecurity recommendations that can be used to secure CAV technologies, protect user data and privacy, and enhance existing legislation, both now, and in the future.

*The reader should refer back to the countermeasures identified in Section 4, and should view each as imperative low-level recommendations for vehicle and communication technologies.

7.2 Recommendations: Vehicle and Communication Technologies

Control Access to Hardware, Firmware and Data:

CAV system designers should consider employing strict access controls on critical system resources such as firmware, hardware or data. Access controls mechanisms are necessary in ensuring that only authorised personnel can have access to the vehicle’s systems, provided they have passed the appropriate authorisation and authentication protocols. For instance, access controls on the vehicle’s local storage that requires multiple authentication mechanisms dramatically reduces the chances of an attacker gaining entry and modifying such data.

Furthermore, access controls can be used to provide accountability for actions performed on the vehicle’s systems. Event logs are an effective mechanisms in ensuring accountability, as the vehicle will retain a detail record of the users who accessed a system, the duration and their actions. Likewise, event logs can provide a certain level of non-repudiation, as insider attacks on a vehicle’s systems can be traced back to the malicious insider.

System designers should also consider adopting least privilege access control protocols. According to Saltzer and Schroeder [124], least privilege protocols ensures that every user of the system should operate using the least set of privileges necessary in order to complete their task. This approach limits the damage that can result from an error, and further limits the interactions between critical CAV systems to the absolute minimum while ensuring autonomous operation and security remains intact.

Systematic Security Validation for AI:

Borrowing from Enisa’s AI cybersecurity report [26], CAV system designers should adopt systematic security validation mechanisms for AI models and the data which is collected and processed. The large volume of data that CAVs capture and process provide the foundations for the AI models which enables autonomous driving. However, the models are constantly changing, which can present potential security threats, as model updates can add vulnerabilities that can be exploited [26].

Therefore, system designers should ensure that the security of the model updates are systematically assessed and validated in order to keep the vehicle secure and operating as expected. Thus, monitoring and maintenance processes should be introduced that identify security vulnerabilities and rectify them before the AI system can be exploited. Furthermore, risk assessments and incident response procedures should be drafted and regularly carried, so that in the event of an attack,
the vehicle or system designers can quickly react and neutralise the threat before the security and safety of the vehicle is compromised.

**Network Segmentation:**

As previously mentioned in Section 4.4.1, a straightforward method for protecting in-vehicle networks such as the CAN bus, is to separate the network into multiple sub-networks. Bozdal et al. [94] notes that segmentation provides control over which entities or users can access the particular sub-networks, thus reducing the resulting damage from an attack.

Furthermore, network segmentation ensures that errors or attacks do not propagate onto other networks, as an attack on a node in the network will only spread to the specific sub-network in which it is located. This can be used to help protect safety critical systems, with attacks on Bluetooth not propagating to LiDAR sensors for example. Additionally, the security of the whole vehicle is improved, as it does not rely on a singular point of failure, and the attack surface is consequently segmented.

### 7.3 Recommendations: Automotive Industry

**Cybersecurity Culture:**

As discussed in Section 2.3, the automotive industry lacks the capability to handle or manage cybersecurity risks with vehicles. Couple with the fact that there is little in the way of a cyber-attack history, the automotive industry may have not recognised the importance of a strong cybersecurity culture that is originated from the board-level and is shared at the lower levels of the organisation. However, the industry must recognise the need for addressing cyberseucirty issues, and therefore, it is important to identify the elements that can be used in order to provide appropriate resources for a strong cybersecurity culture.

Firstly, automotive organisations should assign ownership and responsibility for security across the organisation and along the value chain [125], with the security culture being accepted and embodied by each individual, regardless of role. Furthermore, entities along the supply chain should embrace the culture that is emanated at the automotive manufacturer, and should develop practises that are complementary and can integrity with each entity.

Secondly, the organisation’s cybersecurity culture should adopt and embrace software-centric approaches to managing cyber risks. While attacks often target the vehicle or the production process, many attacks occur as a result of employee negligence, i.e phishing attacks, impersonation etc, or insider threats. Such attacks have a better chance of being mitigated if employees are aware of the software protection systems in place.

Finally, a dedicated cybersecurity team should be formed that can provide expertise through the organisation. A dedicated team can manage and reinforce the cybersecurity culture, and can dramatically improve the security awareness of staff. Furthermore, a cybersecurity team and provide regular and up-to-date training programs that reinforce the security culture and keep it relevant, thus improving the overall security of the organisation.

**Information Sharing and Transparency:**

Information is undoubtedly one of the more important and valuable assets for an automotive manufacturer [126]. Due to the rising threats of cyber attacks discussed, producing effective countermeasures against such attacks relies on high level collaboration and information sharing between a multitude of automotive industry members. Likewise, trust between industry members is needed to ensure such information sharing is effective, with organisations needing to realise the benefits. Thus, an appropriate level of transparency is needed, with organisations sharing their findings with regards to cybersecurity.
When information sharing is transparent, the industry as a whole benefits, with organisation collaboratively producing and developing stronger security mechanisms. For example, if Company A is subject to an previously unseen attack on a CAV’s sensor, they can share an incident report with the rest of the industry, where Company B might come up with a strong technical solution and offer it up. While this is not advocating that organisation share all information and give away their competitive expertise, combined knowledge can help manage the cyber related risks the industry faces as a whole.

Therefore, the industry should look towards the National Institute of Standards and Technology’s (NIST) Guide to Cyber Threat Information Sharing [127], and should adopt the following principles:

1. Establish sharing relationships.
2. Engage in ongoing communication.
3. Organise/store cyber threat information.
4. Produce and publish indicators.

**Security Audits:**

In addition to the aforementioned, the automotive industry should consider conducting security auditing that includes: risk assessments, penetration testing, and security control reviews. Firstly, the industry should adopt a risk-based approach for assessing vulnerabilities and impacts both within the organisation [128] and along the supply chain. Therefore, a risk assessment should be conducted that covers all aspects of the business and, and details the risks associated with the CAVs, including internal and external vehicle networks, ECU interfacing, sensing technologies and vehicle software.

Secondly, penetration testing on CAV software and organisational systems can determine the risk exposure, and will help to identify the vulnerabilities and attacks both within the vehicle and in the organisation. Both black-box and white-box penetration tests should be conducted, as information shared prior to conducting the tests can influence the results.

Finally, security control reviews can be used to critically assess the effectiveness of the design and mechanisms of the security management process. Typically, this involves an design effectiveness review and operating effectiveness testing [129], and can be used to measure a manufacturers security against another’s. Furthermore, automotive manufacturers should strive to attain relevant certification such as the ISO 27000 series.

**7.4 Recommendations: Data Protection and Privacy**

**Bespoke Data Protection and Privacy Laws for CAVs:**

When considering the findings discussed in Section 5, it is evident that a lack of bespoke legislation with regards to data protection and privacy in CAVs leads to unique security implications and opportunities for the unethical and unlawful collection and distribution of user data. It was evidenced that personal data holds intrinsic value to both advertisers and criminals, who want to either monetise the data or use it for nefarious proposes. Therefore, there is a requirement from legislators and the automotive industry to collaborate and outline data protection and privacy laws and principles that govern the ways in which data is used, what types of data is collected and the length of which it is stored. Furthermore, legislators can enforce sanctions on excessive personal data collection.

New data protection laws will be instrumental in ensuring the control of personal data is given back to the users. As discussed, users often have limited opportunities for consent with regards to their data, a matter which is exacerbated with CAVs connecting and communicating with other nodes on a network without indication. Therefore, data protection laws based on consent, that also allows users to withdraw it, are imperative to the public acceptance and success of CAVs.
Finally, legislators should look to implement strict security measures and access controls over personal data. The EDPB highlights the importance of access controls on personal data with connected cars, especially when a vehicle is part of a vehicle-sharing scheme, or where multiple associated drivers and passengers have access to the same car [130]. Without appropriate data protection laws that address access controls, users can wrongly access, modify or misuse the personal data of others.

**Data Protection by Design and Default:**
Borrowing from article 25 of the GDPR, CAV systems must be designed with data protection and privacy by default. Taking into account the privacy considerations and implications of personal data produced and shared by CAVs, technologies should be designed so that the privacy of users and non-users is upheld. Thus, the following obligations of personal data protection from article 25 should be adhered to, and have been adapted for vehicular contexts:

1. **Article 25, section 1** - The data controller is required to implement data protection principles from the initial design and development stage of the vehicle’s life cycle. This ensures privacy by design.

2. **Article 25, section 2** - The data controller implements appropriate technical and organizational measures for ensuring that, by default, only personal user data in vehicle which is necessary for each specific purpose is processed [131]. This ensure privacy by default.

While the GDPR only applies to the EU and European Economic Area, legislators and vehicle manufacturers form other political unions and countries should consider data protection by design and default, as data protection built form the ground up is likely to be more effective than adapting existing technologies and legislation to fit CAV data protection and privacy requirements.

Furthermore, this is an important step in ensuring that CAVs are compatible with existing and future personal privacy and data legislation on an international scale.

**Local Personal Data Processing:**
Where possible, personal data should be processed locally, i.e. using the vehicle’s on board computational power, so as to avoid transferring sensitive data outside of the vehicle, and giving the users and non-users control over their data. Although one might question whether this is contradicting CAV functionality due to their reliance on external communication (V2X), it is actually a mechanisms to ensure that sensitive data is appropriately masked locally (pseudonyms, hash functions etc), before it is shared to other entities or nodes on the network.

Local processing limits the risks of impacts on privacy, and prohibits any data processing by entities without the user’s knowledge [113]. Furthermore, it enables processing sensitive data such as biometric or data relating to criminal offences, a safeguard against the unlawful data processing mentioned in Section 5.2. In addition to more secure data protection, processing personal data in-vehicle involves a lower latency, making it suited to autonomous driving functions [113].

**7.5 Recommendations: Legislation**

**Collaboration Between Legislators and the Automotive Industry:**
As mentioned at various points throughout this report, in order to ensure that legislation supports the future prospects of CAVs without hindering innovation, legislators must work in collaboration with members of the automotive industry. As evidenced, CAV applications can be somewhat incompatible with existing legislation, and Tan and Taeilhag’s research additionally demonstrates that ”governments alone cannot address all of the intricate issues” [132] that concern such vehicles. Therefore, Legislators need to adopt a collaborative spirit and exercise stewardship to ensure that autonomous mobility succeeded, especially at the early stages of CAV adoption.
While collaboration is not always straightforward, there are examples however where such partnership has been mutually beneficial: the success of Singapore’s AV implementation demonstrates the importance of collaboration between governments and the AV industry. KPMG’s ‘Autonomous Vehicles Readiness Index’ ranked Singapore as the most ready country for AVs in 2020 [133], with the rating reflecting Singapore’s policy and legislation development’s support and encouragement of AVs. The government demonstrated a collaborative spirit and appropriate stewardship, with going as far as to open one-tenth of its total road network for AV testing, and retraining one hundred bus drivers as safety operators [133].

Thus, international governments should look towards Singapore’s experience with AV testing and developments, and should offer up similar schemes where CAV manufacturers can test and develop their vehicles with the same regulatory freedom and support. Furthermore, this collaboration allows for flexibility when implementing CAV legislation and ensures it is compatible with existing vehicular legislation.

**Globally Consistent Approach to Legislation:**
As demonstrated in Section 6.1, although there are several laws that are applicable to the various applications and technologies of CAVs within the European Union and the United Kingdom, there is an absence of globally consistent legislation. Legislatorial inconsistency could be a barrier to the use of CAVs across Europe and the rest of the world [134], as users may need to disable autonomous systems or communication channels when crossing into different countries. Naturally, along with causing inconvenience for the user, both the autonomous capabilities and the security of the vehicle will be dramatically reduced when in countries that have more restrictive legislation.

While new legislation relating autonomous and connected vehicles and technologies is at different stages of implementation [115, 117, 134], legislators must also work towards a shared timeline that introduces laws within a reasonable period of time to one another. Although this might prove challenging on a global scale, it is reasonable to suggest consistent implementation within political unions, where many laws are already shared. Furthermore, consistent legislation additionally supports innovation in the automotive sector, as vehicle and systems manufacturers can better develop technologies and mechanisms when they are aware of the various global requirements on CAVs. Thus, global organisations, political unions, and international governments should attempt to collaborate on agreeable and consistent CAV legislation, and should share their findings with organisations and legislators both inside and outside of their jurisdiction.

**Use of Simulation Testing:**
Although a vehicle manufacturer obtain their most beneficial data from real-world testing of CAVs, legislators should require vehicles to have completed a considerable amount of hours travel within a simulated environment due to the safety concerns that surrounds autonomous mobility. The commercialisation of AVs slowed in the US after a pedestrian was struck and killed by a test AV form Uber in Arizona [135], and highlighted the importance for simulation testing of collision avoidance systems.

The industry should look towards technological leaders such as Waymo, who have created a ‘simulation city’ where they can test their AVs and prepare their vehicles for the challenges presented in the real-world. Waymo states that their ‘CarCraft’ simulation software has driven over five billion miles within their virtual environments [136]. The software can push the virtual car’s limits, by introducing complicated scenarios and extreme weather conditions for example, and can measure and report on the vehicle’s performance. While conditions like these would put pedestrian safety a risk within real-world testing environments, simulation is wholly safe.

Therefore, legislators can learn from simulator results and use these to better prepare and draft their laws. Furthermore, simulation testing is an important tool in the validation and approval process, as legislators will unearth their own findings on critical areas of public concern, such as vehicle security and pedestrian safety for example.
8 Conclusion

The primary purpose of this technical report was to identify and assess the security vulnerabilities, shortcomings and implications pertinent to the underlying technologies, data privacy, legislation and principles concerning connected and autonomous vehicles. The secondary purpose of this technical report was to utilise the findings and present several recommendations for the automotive sector, supply chain, legislators and users, to protect CAVs both today and in the future.

The motivation behind this report was fuelled by an absence in existing literature that considered CAVs as the product of not only their underlying technologies, but also the legislation that governs their operation, technology and use of data. Consequently, there was little in the way of exploration for the entire scope CAV security, a matter which needed to be addressed.

It was evidenced that there was little in the way of a practical cyber attack history on CAV technologies, however, this is by no means a testament to the security of the vehicle’s technologies or systems. Importantly, OEMs should have an awareness of the susceptibilities in their systems.

As autonomous and communication technologies in personal vehicles are in their infancy relative to their lifetime, there has been little time for maturity, with many autonomous applications still within their first few iterations. Although a shift towards advanced vehicle technologies may well provide a multitude of socio-economic benefits, it has also brought forward the emergence of previously unseen cybersecurity threats and vulnerabilities that the automotive industry must address. Although documented that the automotive industry is capable of dealing with traditional security issues, such as car theft, the industry needs to adopt a new outlook on cybersecurity and should be aware of the cyber threats it faces.

The security vulnerabilities on the sensing, communication and automotive control systems were assessed. The findings unearthed a considerable volume of both theoretical and practical attacks on the underlying technologies, each of which threatening the availability, integrity, confidentiality, and operation of CAVs. Such attacks further threaten the safety and security of vehicular operations. Therefore, OEMs, system designers and legislators should consider the use of core security service principles, cryptographic primitives, software defences and hardware solutions to mitigate against such attacks.

The substantial implications on data protection and privacy appeared to be a recurring theme throughout the research for this report. The automotive industry has much to gain from personal data, however the same rings true for advertisers and criminals, and their intentions are far from pure. Therefore, personal data is highly vulnerable, and is subject to misuse without appropriate safeguards or legislation. Furthermore, the industry should collaborate with legislators to ensure that personal data is strictly managed, with controls on collection, storage, use, and types of data being maintained. Thus, GDPR requirements should be adhered to by OEMs, and legislators should look to draft up new laws and principles that can be used by the industry to protect users and non-users.

In the same vein, the legislative landscape for CAVs must improve and adapt if high level autonomous transportation is to be accepted by consumers. Although no easy feat, legislators must ensure there are comprehensive cybersecurity laws that governs the design and operation of CAVs without hindering the development and innovation within the industry. While many countries are on the uptake with specific legislation, with the UK’s Automated and Electric Vehicle Act 2018 being an example, there remains a lack of clarity or depth in such legislation, with the automotive industry left to fill in the gaps. Therefore, the most indisputable solution is for legislators, policy makers and governing bodies to work with players within the industry in order to strike a balance that is beneficial for each.

The next generation of connected and autonomous vehicle technologies will further revolutionise the vehicular transportation, with the ever increasing capabilities of AI and machine learning, and the introduction of even more advanced and complicated technologies. However, attackers will continue to adapt, and advance their ever-impressive competence, and thus, new attack surfaces,
vulnerabilities and security implications will leave CAVs and their success in the hands of those who design, manage and govern them.
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